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Producing Hydrogen and Power
Using Chemical Looping
Combustion and Water-Gas Shift
A cycle capable of generating both hydrogen and power with “inherent” carbon capture
is proposed and evaluated. The cycle uses chemical looping combustion to perform the
primary energy release from a hydrocarbon, producing an exhaust of CO. This CO is
mixed with steam and converted to H2 and CO2 using the water-gas shift reaction
(WGSR). Chemical looping uses two reactions with a recirculating oxygen carrier to
oxidize hydrocarbons. The resulting oxidation and reduction stages are preformed in
separate reactors—the oxidizer and reducer, respectively, and this partitioning facilitates
CO2 capture. In addition, by careful selection of the oxygen carrier, the equilibrium
temperature of both redox reactions can be reduced to values below the current industry
standard metallurgical limit for gas turbines. This means that the irreversibility associ-
ated with the combustion process can be reduced significantly, leading to a system of
enhanced overall efficiency. The choice of oxygen carrier also affects the ratio of CO
versus CO2 in the reducer’s flue gas, with some metal oxide reduction reactions gener-
ating almost pure CO. This last feature is desirable if the maximum H2 production is to
be achieved using the WGSR reaction. Process flow diagrams of one possible embodi-
ment using a zinc based oxygen carrier are presented. To generate power, the chemical
looping system is operated as part of a gas turbine cycle, combined with a bottoming
steam cycle to maximize efficiency. The WGSR supplies heat to the bottoming steam
cycle, and also helps to raise the steam necessary to complete the reaction. A mass and
energy balance of the chemical looping system, the WGSR reactor, steam bottoming
cycle, and balance of plant is presented and discussed. The results of this analysis show
that the overall efficiency of the complete cycle is dependent on the operating pressure in
the oxidizer, and under optimum conditions exceeds 75%. �DOI: 10.1115/1.3159371�

Keywords: chemical looping combustion, hydrogen economy, carbon capture, water-gas
shift, zinc

1 Introduction
In order to implement the “hydrogen economy,” an effective

and economic means of producing H2 is required. This paper ex-
amines a means of generating H2 while also producing power in a
central station, with the added benefit of “inherent carbon cap-
ture.” The system is assumed to burn coke, which is ashless and
with zero sulfur content—the fuel is taken as graphite. Overall,
the system follows the reaction1

2C + O2 + 2H2O�l� → 2CO2 + 2H2 �1�

�Go = − 314.5 MJ/kmol

�Ho = − 215.4 MJ/kmol

�Ho − �Go = To�So = + 99.1 MJ/kmol

If reaction �1� is performed in a reversible, steady flow power
system, with species entering or leaving the system separately,

and at To and Po, the maximum “overall efficiency” of the system
is given by �1,2�2

�ov,rev =
Wrev

− �Ho =
− �Go

− �Ho �2�

⇒�ov,rev = �− �Go

− �Ho�
�1�

=
314.5

215.4
= 146.0%

Alternatively, the heat exchange with the surroundings is given by

Qrej,rev = Qo = �Ho − �Go = To�So �MJ/kmol� �3�

⇒�Qrej,rev��1� = + 99.1 MJ/kmol

Hence, a reversible machine executing reaction �1� is endo-
thermic; i.e., an additional quantity of heat, equal to , must enter
the system from the surroundings. This seemingly anomalous situ-
ation can be explained if a further power system consuming the
H2 produced in Eq. �1� is considered as part of the analysis, thus

2H2 + O2 + 2H2O�l� �4�

�Go = − 474.3 MJ/kmol

�Ho = − 571.6 MJ/kmol

�Ho − �Go = To�So = − 97.4 MJ/kmol

1For all reactions in this paper, three thermodynamic functions are given: �Go,
�Ho, and To�So. These are indicative of, respectively, the maximum achievable work
output from the reaction, the reaction’s heat release, and the required heat exchange
with the environment for a reversible reaction.

Contributed by the International Gas Turbine Institute of ASME for publication in
the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received
March 22, 2009; final manuscript received March 25, 2009; published online
December 3, 2009. Review conducted by Dilip R. Ballal. Paper presented at the
ASME Gas Turbine Technical Congress and Exposition, Orlando, FL, June 8–12,
2009.

2In this work, the sink condition is assumed to be standard temperature and
pressure �stp�, i.e., To=298.15 K, Po=1.0 bar.
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If reaction �4� is performed reversibly, making the same as-
sumptions as before, a significant heat rejection is necessary. This
heat rejection is almost, but not quite, equal in magnitude to the
heat input required by a reversible plant executing reaction �1�.
Hence, added together, reactions �1� and �4� reduce to the standard
carbon oxidation reaction where the theoretical maximum work
output and the heating value are practically the same value, thus

2C + 2O2 → 2CO2 �5�

��Go��5� = ��Go��1� + ��Go��4� = − 788.8 MJ/kmol

��Ho��5� = ��Ho��1� + ��Ho��4� = − 787.0 MJ/kmol

�To�So��5� = �To�So��1� + �T o�So��4� = + 1.8 MJ/kmol

Therefore, the large To�Soterm of reactions �1� and �4� leads to
a key thermodynamic feature of the carbothermic hydrogen
economy. To illustrate this, Fig. 1 shows a Sankey diagram of two
coupled reversible systems performing reactions �1� and �4�, re-
spectively. The figure shows that there are two fluxes of energy
that travel between the systems: a flux of chemical energy �for-
mation enthalpy� carried with the H2 and a flux of heat transferred
via the surroundings at To �the small additional heat addition,
drawn from the surroundings, Qo, is necessary to balance the
To�So term of reaction �5��.

In practice, irreversibilities inherent to real systems make the
prospect of an endothermic, H2-producing power station unlikely.
Considering the heat rejection �or absorption� from an irreversible
system exhibiting ICR lost work gives �2,3�

Qrej,irrev = − �To�So + ICR� �MJ/kmol� �6�
where

ICR = To�Sgen �MJ/kmol� �7�
Hence, if an endothermic system is desired, it follows that

�Sgen � �Sreac�1�
o = + 0.332 MJ/kmol �8�

Furthermore, if �Sgen is equal to the value specified by Eq. �8�,
an adiabatic system results. The work output of the power station
would then equal the heating value of reaction �1�, thus

Wirrev,adia = �− �Go��1� − ICR = �− �Ho��1� �MJ/kmol� �9�

Using Horlock’s definition of the second law, or “rational” effi-
ciency �4�:

�rat =
Wirrev

− �Go �10�

⇒��rat,adia��1� = �− �Ho

− �Go�
�1�

=
1

��o,rev��1�
= 68.5% �11�

Therefore, an adiabatic system performing reaction �1� would
not be ideal in a thermodynamic sense �although a rational effi-
ciency of 68.5% is still higher than that achieved in any operating
power plant�. Instead, avoiding net heat rejection is desirable
practically, as a significant proportion of the equipment found in
modern power stations is engaged in rejecting heat. This includes
cooling towers �or alternatively, cooling water intakes and out-
falls�, low-pressure turbines, steam condensers, air pumps, cool-
ing water circulating pumps, etc. Much of this equipment is large
and expensive, and in the case of cooling towers, has significant
maintenance cost. In addition, in an age when power stations may
have to be built on existing sites due to planning constraints, the
saving of space afforded by avoiding �or at least reducing� the
need for these large items is a clear advantage.

This paper explores one potential configuration of a H2 produc-
ing power station that attempts to minimize internal
irreversibilities—the goal being to approach a practical adiabatic
system. The proposed configuration uses chemical looping com-
bustion �CLC� to perform the initial oxidation of carbon to CO.
The water-gas shift reaction �WGSR� is used to oxidize this CO to
CO2 and produce by-product H2. A bottoming steam cycle is also
fitted to maximize the system’s overall efficiency. In Secs. 2–4, a
brief review of CLC is given before the paper continues with a
description of the proposed cycle, followed by a mass and energy
balance.

2 Chemical Looping Combustion
Chemical looping combustion was proposed in the early 1980s

as a means of augmenting power station efficiency �5�. Instead of
a single combustion reaction, CLC performs hydrocarbon oxida-
tion in two redox reactions in separate vessels. In the first reac-
tion, a surrogate species, called the “oxygen carrier” and usually a
metal, is oxidized with air at high temperature. The metal oxide
produced in the oxidation is typically in a condensed state and can
be separated from the residual nitrogen using physical separation
methods. The oxide is then passed to a reduction vessel where the
second of the redox reactions is performed—the reduction of the
metal oxide back to pure metal, using a suitable hydrocarbon fuel.
The regenerated metal is then separated from the product gases of
the reduction process �COx and H2O� and returned to the oxidizer,
thereby completing the chemical loop.

CLC has two principle advantages: First, it lends itself to car-
bon capture as the fuel enters a reactor devoid of air, and conse-
quently the COx produced in the system remains undiluted with
nitrogen. This avoids the necessity for an expensive and energy
intensive postcombustion scrubbing system. Hence, CLC systems
are said to exhibit “inherent carbon capture” and this has resulted
in increased interest in the technology in recent years �6–10�.
Second, CLC enables the overall efficiency of the system to be
increased for a given maximum working temperature. This is
achieved by careful selection of the oxygen carrier, which enables
the equilibrium temperature of the two redox reactions to be re-
duced. Hence, the maximum possible temperature of the working
fluid can be lowered to a value below current metallurgical limits
�3,5,11,12�.

In a CLC system, the oxidation reaction is arranged to be exo-
thermic, and the reduction reaction is arranged to be endothermic.
This is the case for many hydrocarbon/metal combinations. There-
fore, a heat engine can be straddled between the two reaction

Fig. 1 Sankey diagram of a reversible, carbothermic, hydro-
gen economy: showing fluxes of energy flowing between
coupled systems—one producing H2 and the other consuming
H2
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vessels—receiving heat from the oxidizer and rejecting heat into
the reducer. Figure 2 shows the CLC process diagrammatically,
and includes a Sankey diagram of the energy fluxes for a revers-
ible CLC system burning methane. The overall reaction for this
system and its thermochemical values are, respectively,

CH4 + 2O2 → CO2 + 2H2O�g� �12�

�Go = − 801.1 MJ/kmol

�Ho = − 802.6 MJ/kmol

�Ho − �Go = To�So = − 1.5 MJ/kmol

Visual examination of Fig. 2 indicates that the heat engine has
a relatively low thermal efficiency. However, the work output of
the system as a whole approaches the heating value of methane
oxidation. This is achieved because, although the temperature of
the heat fluxes exiting and entering the two reactors is low �ap-
proximately 1840 K and 1040 K in this case using a Zn based
oxygen carrier leading to a relatively low reversible cycle effi-
ciency of 43.5%�, the heat flux entering the engine is much larger
than the heating value of methane. Hence, McGlashan �3� showed
that for hydrocarbon fuels �and any other fuel where �Sº�0 for
its oxidation reaction� the overall efficiency of the system is given
by

�ov,rev,CLC = ��th,engine �13�
where

� =
��Ho�carrier

oxi

��Ho�fuel
oxi �14�

Combining Eqs. �2�, �13�, and �14�, an expression can be found
for the required thermal efficiency of the heat engine for a revers-
ible CLC system where �So�0, thus3

�th,engine =
�ov,rev,CLC

�
=

��Go�fuel
oxi

��Ho�carrier
oxi �

��Ho�fuel
oxi

��Ho�carrier
oxi =

1

�
�15�

The value of � for most combinations of oxygen carrier and
hydrocarbon is greater than unity, which is why the temperature
ratio over which a CLC system operates can be reduced without
sacrificing efficiency.4 Allied to the inherent carbon capture of
CLC, its potential for producing a low temperature, high effi-
ciency system is clearly attractive.

3 Combined Chemical Looping and Water-Gas Shift
System

3.1 Basic Reactions. To perform reaction �1�, two subsystems
can be combined: a CLC system and a WGSR reactor. An addi-
tional bottoming steam cycle is specified later. Starting with the
CLC system, this performs two generic reactions, using a carrier
species M as follows:

2M + O2 +
79

21
N2 � 2MO +

79

21
N2 �16�

2C + 2MO � 2M + 2CO �17�
Added together, and ignoring the nitrogen, these two reactions

sum to the partial oxidation of carbon—the species M acting as a
catalyst.

2C + O2�g� � 2CO �18�

�Go = − 274.3 MJ/kmol

�Ho = − 221.1 MJ/kmol

�Ho − �Go = To�So = + 53.2 MJ/kmol

Before proceeding, the oxygen carrier, M, must be selected.
McGlashan �3� examined the limiting equilibrium temperature of
the redox reactions for different oxygen carrying species and also
some practical aspects of their use. It was concluded that zinc was
the most suitable oxygen carrier on a combination of thermody-
namic and practical grounds. An additional advantage of using Zn
is that the chemical equilibrium of the carbothermic reduction in
ZnO generates almost pure CO at the conditions prevailing in the
reduction reactor �13,14�—see Appendix B. This enables the
maximum amount of H2 production using the WGSR reactor.
Conversely, if carbon is to leave the process fully oxidized to
CO2, even if H2 production is not desirable, the WGSR �or some
other use of CO� is a necessary part of any CLC system using a
Zn based oxygen carrier.

Therefore, using Zn as the oxygen carrier, the CLC subsystem
performs two reactions:

2Zn�l� + O2�g� +
79

21
N2�g� � 2ZnO�s� +

79

21
N2�g� �19�

�Go = − 649.4 MJ/kmol

�Ho = − 715.6 MJ/kmol

�Ho − �Go = To�So = − 66.2 MJ/kmol
3Where �So�0, the Qo term in Eq. �3� becomes significant and Eqs. �13� and

�15� no longer apply. Reactions of this type generally involve a change in the number
of moles of gas, and consequently pressure changes affect the equilibrium tempera-
ture. However, this effect is usually small, so the practical benefit of CLC is
maintained.

4Equation �15� can also be derived from consideration of the equilibrium tem-
perature of the two CLC redox reactions.

Fig. 2 Sankey diagram of energy fluxes in a reversible CLC
system „units MJ/kmol…
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2C + 2ZnO�s� � 2Zn�l� + 2CO �20�

�Go = + 375.1 MJ/kmol

�Ho = + 494.5 MJ/kmol

�Ho − �Go = To�So = + 119.4 MJ/kmol

A CLC system operating on these two reactions is described in
Sec. 3.2.

3.2 General Arrangement of Proposed CLC System. To
generate work from the two reactions �19� and �20�, a heat engine
must be installed, straddling the oxidizer and reducer. McGlashan
�3� proposed a CLC system using a Rankine cycle for this task,
with a working fluid of metal vapor. However, this arrangement is
impractical, as the Rankine cycle must exchange heat with the two
redox reactions by indirect heat transfer at a temperature above
that currently achievable.

Assuming that expansion through a turbine is used to generate
shaft work, what is required is a means of generating a hot pres-
surized working fluid in the oxidizer, without using indirect heat
exchange. In addition, heat must be supplied to the reducer to
drive the endothermic reduction process, again, preferably without
requiring indirect heat exchange. Separation between oxygen car-
rier and nitrogen of any stream that ultimately ends up in the
reducer is also required. This last criterion ensures that the process
maintains its utility as a viable carbon capture system.

Figure 3 shows one potential configuration that meets the above
criteria. The system relies on the difference in phase between the
reactants and products in both oxidizer and reducer to achieve the
desired physical separation of species. Both reactors are arranged
so that condensed phases travel downwards with gases traveling
upwards; consequently, countercurrent, direct contact heat transfer
takes place, simultaneously preheating the reactants and cooling
the products. Using this mode of heat transfer enables the genera-
tion of two hot pressurized working fluids in the oxidizer: one,
consisting of N2 saturated with Zn vapor, and the other a stream of
liquid Zn devoid of nitrogen. Likewise, in the reducer the reactor
produces a stream of liquid Zn and a stream of almost pure, hot,
and pressurized CO.

3.3 The Oxidizer. Looking at the oxidizer in detail, it con-
sists of a long, tubular pressure vessel with a reaction zone located
approximately at the reactor’s midriff. The expectation is that this
reactor can be operated in an entrained flow mode throughout due
to the high temperatures of the oxidation reaction �approximately
1840 K�, and consequently rapid chemical kinetics. In operation, a
stoichiometric excess of liquid Zn enters at the top of the reactor.
Likewise, compressed air enters at the reactor’s bottom. The
stream of liquid Zn is formed into a rain of droplets that fall
through the reactor, under gravity, passing a rising updraft of hot
product gases coming from the reaction zone beneath. These prod-
uct gases consist of nitrogen saturated with Zn vapor. Countercur-
rent heat transfer between the streams takes place, simultaneously
preheating the liquid Zn while cooling the gas stream. Due to the
fall in the temperature of the gas stream, the bulk of the Zn vapor
contained by the stream, condenses on the liquid Zn droplets,
refluxing Zn species back down the reactor.

Turning to the reaction zone, only a portion of the liquid Zn is
converted to ZnO. This oxide agglomerates in the reaction zone,
which is arranged to have a recirculating flow pattern, forming a
hail of particles. Some of these ZnO particles are blown upwards,
out of the reaction zone with the product gases. These particles are
collected by the falling rain of liquid Zn and returned to the reac-
tion zone. Most of the ZnO hail, however, drops out of the bottom
of the reaction zone, and then falls to the bottom of the reactor
through the current of compressed air rising from beneath. Once
again, direct contact heat exchange takes place, simultaneously

cooling the ZnO hail, while preheating the air prior to its entry
into the reaction zone. The resulting cooled ZnO powder passes
out of the bottom of the reactor through a suitable sealing
arrangement.

Considering now, the excess of liquid Zn that does not become
oxidized to ZnO, after falling through the upper recuperation re-
gion of the oxidizer, the liquid is collected in an annular trough
located adjacent to the reaction zone. Due to the recuperation of
heat from the products in the top part of the reactor, and also heat
received directly from the oxidation reaction by radiation, this Zn
should be at a temperature approaching that of the oxidation re-
action. The hot liquid is then passed out of the oxidizer, under
pressure, and its heat content used to “drive” the endothermic
reduction reaction as described later.

Returning to the top of the oxidizer, the N2 /Zn vapor stream
leaving the top the reactor is at oxidizer pressure, Poxi, and can be
expanded through a gas turbine. Due to the fall in temperature in
this process, most, but not all, of the Zn vapor in this stream will
condense in the turbine forming Zn “moisture” or “wetness.” This
moisture is collected in a separator of some kind, placed at the
exit of the turbine, and returned to the chemical loop as a stream
of liquid. The exit gases from this turbine, still carrying some Zn
vapor, are passed to a combined heat recovery steam generator

Fig. 3 Schematic diagram of CLC system avoiding indirect
heat exchange and using a zinc flash vessel
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and zinc condenser �hereafter called the HRSG�, where they are
cooled in two stages. In the first stage, all but a vestigial amount
of the Zn vapor is condensed in a cooler-condenser, which forms
the superheater for the bottoming steam cycle described later. The
cooling surface in this part of the HRSG is maintained at a tem-
perature above the melting point of Zn �692 K� to avoid Zn so-
lidifying and hence blocking the exchanger. The second part of the
HRSG cools the now almost pure nitrogen leaving the first half of
the exchanger. The heat released in this process performs a frac-
tion of the boiling duties required by the steam cycle �the remain-
der taking place in the WGSR reactor�. Using this arrangement,
combined with the heat exchangers integral with the WGSR reac-
tor, the pinch problem commonly found in bottoming steam plant
of this type can be minimized �15�. Indeed, in the analysis that
follows later, the pinch point was found to be at the water inlet
end of the HRSG. Consequently, the nitrogen outgas from the
HRSG is at a temperature approaching ambient as no feed heating
is applied to the water substance entering the exchanger.

3.4 The Reducer. The reducer in this embodiment consists of
a long, tubular pressure vessel, operated at a pressure markedly
lower than that of the oxidizer. In operation, the vessel is fed, at its
top, with the stream of solid ZnO from the oxidizer. However,
before entering the reducer, the oxide is mixed with pulverized
carbon as fuel. This mixture is arranged to fall through a rising
updraft of product gases in similar fashion to the way liquid Zn
falls through the oxidizer. As in the oxidizer, direct contact heat
transfer recuperates heat from gaseous products to condensed
reactants.

The reduction reaction is performed in the lower half of the
reactor. Equilibrium thermodynamics pegs the temperature of this
reaction to a low value determined by the operating pressure �ap-
proximately 1350 K in this case�—see Appendix B. Consequently,
an entrained flow reaction zone is unlikely to affect complete
conversion of ZnO to Zn due to slow kinetics at this temperature,
and a fixed or fluidized bed reactor may be necessary to ensure
sufficient residence time.

Regardless of how the reactor is configured, to drive the endo-
thermic reduction reaction, the heat content of the liquid Zn exit-
ing the oxidizer is used. The simplest arrangement is to pass this
stream of hot liquid directly into the reduction zone where a re-
lease of “sensible” heat from the liquid would drive the reaction.
However, this would necessitate a substantial amount of Zn flow-
ing through the reducer. In addition, there would be a thermody-
namic loss associated with the temperature drop from the liquid
Zn to the reactants. Therefore, an alternative arrangement is sug-
gested whereby Zn vapor is generated from the liquid Zn stream
in an external flash vessel. This vapor can then be blown into the
reducer, much as air is blown into a blast furnace, the vapor con-
densing within the reduction zone releasing latent heat. The liquid
Zn produced inside the reducer, both by the condensation process
and the reduction reaction itself, is then combined with the re-
sidual liquid exiting from the flash vessel, and recirculated back to
the top of the oxidizer ready to complete another chemical loop.

3.5 The WGSR Reactor and Bottoming Cycle. The CLC
system shown in Fig. 3 produces a stream of CO, which exits the
reducer as a hot, pressurized gas. Therefore, a further oxidation
stage converting CO to CO2 is necessary. This can be achieved
using the WGSR, thus

2CO + 2H2O�g� � 2CO2 + 2H2 �21�

�Go = − 57.2 MJ/kmol

�Ho = − 82.3 MJ/kmol

�Ho − �Go = To�So = − 25.1 MJ/kmol

To maximize the conversion of CO to CO2 using the WGSR, a
low reactor outlet temperature is required. Typical industrial

plants operate with an outlet temperature of approximately 460–
520 K �16,17�—this compares with the temperature of the exit gas
from the reducer of approximately 900 K. Added to this, the
WGSR exhibits significant heat releases itself, which means that
some way of cooling the reaction must be installed. This can be
achieved by performing the reaction in two adiabatic stages,
coupled with an interstage heat exchanger �17�; however, an alter-
native reactor design is suggested here which maximizes the re-
covery of useful energy—Fig. 4 shows the arrangement.

Looking at the WGSR reactor in detail, it consists of a tubular,
catalytic reactor with two integral heat exchangers. The exchang-
ers are arranged for countercurrent heat transfer between the cata-
lyst bed �and hence the reacting mixture� and cooling streams
consisting of either steam or water. The product gases exit the
reactor and are passed directly to a dedicated exhaust gas turbine.
The exit temperature from the reactor is constrained such that the
exhaust temperature of this turbine is close to ambient; in the
analysis described below the exhaust turbine’s exit temperature
�TET� is assumed to equal To.

The heat rejected by the WGSR in its two heat exchangers is
combined with that rejected from the HRSG cooling the N2 /Zn
turbine exhaust to provide the heat addition for the bottoming
steam cycle. The steam system, as shown in Fig. 4, has two tur-
bines: a high pressure �HP� and a low-pressure �LP� cylinder. A
single stage of reheat is installed between the two cylinders. The
inlet pressure to the LP turbine, and hence the reheater exit pres-
sure, is set to equal the reaction-side pressure of the WGSR reac-
tor. This allows a fraction of the reheated steam to be extracted
and mixed with the flue gas exiting the reducer, thereby providing
the water substance required to complete the WGSR. The remain-
ing steam is passed to the LP cylinder, the exhaust from which is
discharged to a condenser in the conventional manner.

This completes the description of the major components of the
system. Section 4 details a thermodynamic analysis of the com-
plete cycle.

4 Mass and Energy Balance

4.1 General Approach. A mass and energy balance of the
proposed system will now be described. All devices have been
analyzed as a single control region and assumed to operate at

Fig. 4 Diagram of proposed bottoming steam cycle and WGSR
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steady state. The control regions drawn within the three reactors
have been selected so they are externally adiabatic—shown as
double chain dotted �phantom� lines in Figs. 3 and 4. Turboma-
chinery, pumps, pipework, and the flash vessel are also assumed
to be externally adiabatic. Heat exchangers are assumed to operate
in countercurrent configuration and to exhibit zero approach tem-
perature. However, at the hot end of the HRSG and the WGSR
reactor, the steam temperature is restricted to a maximum value.
This prevents the steam turbine seeing a steam temperature ex-
ceeding a maximum turbine inlet temperature �TIT�—set at 973 K
in this work. Reactions are assumed to reach completion, though
consideration of the chemical equilibrium of the reduction reac-
tion is made, but only to determine the relationship between reac-
tor pressure and temperature—see Appendix B. Pressure losses in
pipework and equipment are assumed negligible.

Beginning with the “first law,” this has been applied to all con-
trol regions with the following sign convention:

�
j=1

no inlets

Hj − �
k=1

no outlets

Hk − � Q + � W = 0 �MJ/kmol�

�22�
Total enthalpies, temperatures, and pressures are assumed

throughout. Dynamic and hydrostatic head affects are ignored ex-
cept in the zinc riser—i.e., the pipe carrying Zn exiting the zinc-
circulating pump back to top of the oxidizer. However, the sensi-
tivity of the plant’s performance to varying the height of this
liquid column was examined and shown to be small, and hence an
arbitrary height of 50 m was taken as an estimate of the eventual
height of the plant.

4.2 Substance Thermodynamic Properties. The specific
heat, Cpi, of a given species, i, is calculated using the relationship
as follows:

Cpi = Ai + BiT + Ci/T2 �J/mol K� �23�
Values of the constants in Eq. �23� for each species have been

extracted from Kubaschewski et al. �18� or from Kelley �19� and
are given in Appendix A. To simplify calculations, average values
of Cpi have been taken. Hence, for species that remain gaseous
throughout the process, the molar enthalpy of a species i is given
by

hi,T = Cpi = �T − To� �J/mol� �24�
Equation �24� is also applied to solid ZnO and liquid Zn and

H2O. However, both Zn and H2O change state in different parts of
the process. As Zn�g� only appears as a saturated vapor, the molar
enthalpy of Zn vapor is given by the relation as follows:

hZn,T = CpZn�l�
�T − To� + �hZn,T

vap �J/mol� �25�

Where the latent heat of vaporization of Zn at temperature, T, is
calculated using the relation of Yaws �20�:

�hZn,T
vap = 137,616�1 −

T

3170
�0.38

�J/mol� �26�

The enthalpy of steam is expressed in this work by the simple
relationship of Moore and Siverding �21�—taking the enthalpy of
liquid water at To as zero, it follows

hH2O�g�,T
= �hH2O,To

vap + CpH2O�g�
�T − To� �J/mol� �27�

where

�hH2O,To

vap = 44,002 J/mol

Ideal mixing is assumed for the various gas mixtures and the
corresponding molar stream enthalpy and heat capacity are, re-
spectively,

hstr,T = �
i=1

s

xihi,T �J/mol� �28�

Cpstr = �
i=1

s

xiCpi �J/mol K� �29�

The saturated vapor pressure of Zn is given by the relationship
of Maier �22�, which �adapted to give pressure in bar� leads to

ln pZn,T
sat = 21.0526 −

15633.4

T
− 1.051 ln T − 2.8897 � 10−4T

�30�
Likewise, for water substance, the saturated vapor pressure �in

bar� is given by adapting the relationship of Yaws �20�, thus

ln pH2O,T
sat = 62.136 −

7258.2

T
− 7.3037 ln T + 5.5831 � 10−9T

+ 4.1684 � 10−6T2 �31�

4.3 Machinery. Starting with the two pumps in the system,
liquids are assumed incompressible and, applying a hydraulic ef-
ficiency, �pump, the shaftwork of the two pumps per mole of flow
is given by

wpump =
�pump�P

�
�J/mol� �32�

For the gas compressor, ideal gasses are assumed, and applying
a polytropic efficiency, �comp, the shaftwork per mole of flow is
given by

wcomp = CpstrTcold�1 − � Phot

Pcold
�R/�Cpstr�comp�� �J/mol� �33�

Likewise, applying a polytropic efficiency, �turb, gas turbine shaft-
work per mole of flow is given by

wturb = CpstrTcold�� Phot

Pcold
�R�turb/�Cpstr�

− 1� �J/mol� �34�

The N2 /Zn turbine expands a mixture of nitrogen saturated
with Zn vapor, with Zn condensing as the expansion proceeds;
consequently, the expansion is “wet” with liquid Zn droplets.
Equation �32� does not apply to a wet expansion. However, to
model this expansion process fully, the effect of supersaturation
and droplet dynamics within the turbine would need to be consid-
ered. Constructing such a model is outside the scope of this work,
so a simpler analysis is presented here.

First, it will be assumed that the Zn condensing in the turbine
remains in thermal and physical equilibrium with the gas stream
throughout the expansion process. Consequently, liquid Zn exits
the machine as saturated liquid at the same temperature as the
exhaust gas. Therefore, applying the first law to the whole turbine,
the work output is given by �in J/mol�

wturb = �nN2
CpN2

+ nZn
VinCpZn�l�

��Tin − Tout� + nZn
Lout�hZn,TET

vap

�35�
From Dalton’s law, the quantity of Zn leaving the turbine as

liquid is determined by the outlet saturation pressure �supersatu-
ration is, therefore, ignored�, thus

nZn
Lout = nZn

Vin −
nN2

pZn
sat

P − pZn
sat �mol/mol� �36�

Now, for an isentropic expansion, Tout can be found by equating
the entropy of the gas/vapor/liquid mixture at the beginning and
end of the expansion, thus
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nN2
�CpN2

ln
Tin

To
− R ln

xN2,inPin

Po
� + nZn

Vin�CpZn�l�
ln

Tin

To
+

�hZn,TIT
vap

Tin
�

= nN2
�CpN2

ln
Tout

To
− R ln

xN2,outPout

Po
�

+ nZn
Vout�CpZn�l�

ln
Tout

To
+

�hZn,TET
vap

Tout
� + nZn

Lout�CpZn�l�
ln

Tout

To
�

�37�
Collecting terms and using an average value for the latent heat

of Zn, it follows

�nN2
CpN2

+ nZn
VinCpZn�l�

�ln
Tin

Tout
− nN2

R ln
�Pin − PZn

sat,in�
�Pout − PZn

sat,out�

+ �hZn
vap�nZn

Vin

Tin
−

�nZn
Vin − nZn

Lout�
Tout

� = 0 �38�

Simultaneous solution of Eqs. �35�, �36�, and �38� yields the
isentropic outlet temperature. The actual work output �in J/mol�
and exit temperature can be found if an isentropic efficiency, �is,
is applied to Eq. �35�, thus

wturb = �is��nN2
CpN2

+ nZn
VinCpZn�l�

��Tin − Tout
is � + nZn

Lout�hZn
vap�

= �nN2
CpN2

+ nZn
VinCpZn�l�

��Tin − Tout� + nZn
Lout�hZn

vap �39�

4.4 Results. Each of the components of the system has been
analyzed using the assumptions and relationships given above.
The gas compressor’s polytropic efficiency was assumed to be
90%; all other efficiencies were taken as 85%. An exact, simulta-
neous, analytical solution is possible in some cases; however, the
resulting equations are unwieldy and transcendental, so instead a
numerical solution was obtained. To generate this solution, an
equation-based process-engineering package, GPROMS, was used
�23,24�. Results of this analysis are now presented; two graphs,
Figs. 5 and 6, are given above, with Poxi as the independent
variable:

Figure 5, shows the variation in the “overall” efficiency, �ov,
�see Eq. �42��, and the pressure in the reducer, Predu, with Poxi.
The pressure in the WGSR reactor and hence the steam reheater
and LP cylinder inlet pressure are also equal to Predu.

Figure 6 shows the variation in three temperatures with Poxi, as
follows.

�i� Toxi—the peak temperature occurring in the oxidizer—also

assumed to equal the temperature of liquid Zn entering the
flash vessel. This is the highest temperature anywhere in
the cycle.

�ii� TN2
—the TIT of the N2 /Zn turbine—assumed to equal the

temperature of the Zn returned to the top of the oxidizer,
Ttop.

�iii� Tredu—the peak temperature of the reducer—this affects,
but does not determine Ttop.

To illustrate the performance of the proposed arrangement, Fig.
7 shows a Sankey diagram of energy fluxes for the whole CLC
system—where Poxi=35.0 bar. To improve the readability of the
figure, the enthalpy of liquid Zn was assumed to equal zero at the
lowest temperature at which it occurs in the system; namely, at the
exit to the HRSG. This means that only the energy added to the
recirculating Zn appears on the diagram. The figure demonstrates
the significant recirculation of energy within the chemical loop. It
also shows the relative amount of energy converted to work com-
pared with that leaving the system with the H2—equivalent to the
calorific value of the H2. At first sight, the performance of the
cycle appears to be rather poor, as the work output is not substan-
tial by comparison with the calorific value of carbon. Indeed, us-
ing the definition of rational efficiency given earlier, for the con-
dition shown in Fig. 7, Eq. �10� gives

�rat =
Wirrev

�− �Go��1�
=

161.1

314.5
= 51.2% �40�

However, defining rational efficiency in this way punishes the
work producing part of the system for the entropy generated by
the system as a whole. This includes losses associated with parts
of the system that exists, ostensibly, to produce H2 only. There-
fore, an alternative definition, which gives a work equivalent
value to the H2 produced in the process, can be defined as follows:

�H2
=

Wirrev + �− �Go��4�

�− �Go��5�
=

161.1 + 474.3

788.8
= 80.6% �41�

Which of these two definitions of second law efficiency is used
is partly a matter of whim and in this work, Haywood’s first law,
overall efficiency �1� has been used as the means of comparison
instead—this gives:

�ov =
Wirrev

�− �Ho��1�
=

161.1

215.4
= 74.8% �42�

Hence, with Poxi=35.0 bar an overall efficiency of approxi-
mately 75% has been obtained. The corresponding maximum TIT
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at this efficiency point is 1423 K—well below the peak tempera-
ture already achieved in gas turbine practice. Allowing for pres-
sure losses, leakage, and finite approach temperature in heat ex-
changes is likely to reduce the calculated efficiency. However,
further development of the system and changes in the configura-
tion appear likely to improve the performance also. Suggested
avenues for improving the cycle’s performance include the fol-
lowing.

�1� Optimizing the bottoming steam cycle with the addition of
feedheating and perhaps using a dual pressure cycle.

�2� Using more than one stage of flash to generate Zn vapor,
perhaps with the addition of thermocompression between
stages.

�3� Avoiding, or mitigating the loss due to mixing large
amounts of liquid Zn at different temperatures.

Nonetheless, despite the thermodynamic advantages of the
cycle, there are a number of profound engineering difficulties that
require resolution before a practical coal burning power system
can be constructed. A list of the problems considered most signifi-
cant is given below, in no order of importance.

�1� Ash removal from the reducer, either molten or as “dry”
powder, while avoiding fouling.

�2� Separation of ash from liquid Zn and avoiding the loss of
Zn from the cycle.

�3� Corrosion �and erosion� caused by liquid Zn at high tem-
perature in reactors, pipe work, the N2 /Zn vapor turbine
and the HRSG.

�4� Materials selection for high temperature reducing environ-
ments and those containing Zn vapor/liquid.

�5� Vapor deposition of solid Zn on cool �sub 692 K� surfaces
and consequent fouling of pipework, reactors and turbines.

�6� Reducer and oxidizer reaction kinetics and hence the size,
scale, and mode of operation of these reactors—entrained
flow or fluidized bed?

�7� Fuel borne sulfur removal.
�8� Starting, stopping, and control.

5 Conclusions
A cycle capable of generating H2 and power while capturing

CO2 has been proposed and evaluated. The cycle, based on chemi-
cal looping, uses two reactions and a recirculating oxygen carrier
to oxidize hydrocarbons. Generally, in a chemical looping system
the oxidation reaction is exothermic and the reduction reaction
endothermic. Therefore, a heat engine can straddle the two reac-
tion vessels, receiving heat from the oxidizer and rejecting heat to
the reducer. The ratio between the standard state enthalpy of oxi-
dation ��Ho� of the oxygen carrier to that of the fuel, is greater
than unity for most combinations of oxygen carrier and hydrocar-
bon. This fact enables the temperature ratio at which a chemical
looping cycle operates to be reduced without sacrificing effi-
ciency.

A system based around an oxidizing vessel, a reduction vessel,
a shift reactor, a liquid metal flash vessel, and three turbines has
been proposed. The system relies on the difference in phase be-
tween the reactants and products in both the oxidizer and reducer,
to achieve a physical separation of species, in this case using a Zn
based oxygen carrier. An overall efficiency of 75% has been ob-
tained from the cycle analyzed without exceeding the peak tem-
perature and pressure already achieved in current power genera-
tion practice.

Despite the thermodynamic advantages of the proposed cycle,
significant challenges remain including ash removal from the re-
ducer, carrier/ash separation, corrosion, metal vapor deposition
and fouling, fuel-borne sulfur removal, and startup and shutdown
processes. However, the high efficiency of the proposed cycle
warrants ongoing attention to this potential technology solution
for power generation with carbon capture.

Acknowledgment
The authors would like to thank the numerous colleagues who

have supported and encouraged this work.

Fig. 7 Sankey diagram showing fluxes of energy in proposed system with Poxi
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Nomenclature

Roman
C � minimum number of species �components�

from which a systems can be formed
Cp � specific heat at constant pressure �J /mol K�

F � degrees of freedom
�G � reaction Gibbs function �MJ/kmol�
�H � reaction enthalpy �MJ/kmol�
Hi � enthalpy of stream i �MJ/kmol�
h � specific enthalpy �J/mol�
I � lost work

Kp � equilibrium constant
ni � moles of species i, per mole of C or ZnO,

respectively
p � component pressure �bar�
P � reactor pressure �bar�
Q � heat flux �J/mol�
R � universal gas constant=8.3144 �J /mol K�
S � reaction entropy �MJ /kmol K�

stp � standard temperature and pressure �298.15 K,
1.0 bar�

T � thermodynamic temperature �K�
W � shaft work �MJ/kmol�
w � specific shaft work �J/mol�
x � mole fraction

Greek
� � change in property due to a chemical

reaction—products minus reactants
� � efficiency
� � number of phases present at equilibrium
� � molar density �mol /m3�
	 � moles of liquid Zn present per mole of reduced

ZnO
� � ratio of oxygen carrier to fuel oxidation reac-

tion enthalpies

Subscripts/Superscripts
adia � adiabatic

cond � condenser
cold � cold

comp � compressor
CR � control region
eq � equilibrium condition

�g� � gaseous state
gen � generation

humid � humid
i � species index

irrev � irreversible process
is � isentropic
L � liquid stream

�l� � liquid state
o � standard state �superscript� or sink condition

�subscript�
ov � overall

oxi � oxidizer or oxidation
rad � radiation
rat � rational

reac � reaction
redu � reducer or reduction

rej � rejection
rev � reversible process
�s� � solid state
sat � saturation
str � stream
th � thermal

turb � turbine
V � vapor stream

vap � vaporisation
� � critical point

Appendix A: Values of Thermodynamic Constants
Table 1 shows the values of constants applied to Eq. �23�.

Appendix B: The Equilibrium of the Carbothermic Re-
duction in ZnO

The equilibrium of the reduction in ZnO by carbon has been
investigated by a number of authors in connection with the zinc
industry �13,22–26�. Conventional practice in industry is to gen-
erate Zn as vapor not liquid in coke fired furnaces. However, in
the early part of the twentieth century, a number of attempts were
made at producing liquid Zn by the direct reduction in zinc ores.
Woolsey �as reported by Maier �22�� described one such attempt,
calling it the Lungwitz process. A zinc blast furnace was used
operating at a pressure of 2–3 bar as the test furnace. This and all
other attempts at the direct generation of liquid Zn were fruitless.
Maier �22� explained the cause of these failures using equilibrium
thermodynamics and showed that to produce liquid Zn the reactor
must operate above a critical pressure—notably higher than the
2–3 bar figure used by earlier workers. Hougen and Watson �13�
re-examined Maier’s work, they assumed the reduction to consist
of three reactions:

ZnO�s� + CO�g� � Zn�g� + CO2�g� �A1�

Zn�l� � Zn�g� �A2�

C + CO2�s� � 2CO�g� �A3�

Now, the Gibbs phase rule is given by

F = 2 + C − � �A4�

where F are the degrees of freedom, C is the minimum number of
components from which the system can be formed, and � is the
number of phases present at equilibrium.

The system of reactions, �A1�–�A3�, can be formed from a
minimum of two components, e.g., CO2 and Zn�g�, and there are a
maximum of four phases present: two solids, C and ZnO, one
liquid, Zn�l�, and a vapor mixture. If all of these phases are extant
simultaneously, the Gibbs phase rule gives →F=2+2–4=0.

This implies that there is a fixed �critical� point, invariant in
composition, temperature, and pressure. To elucidate this critical
point, the relevant equilibrium relations for the three reactions in
terms of the reactions’ equilibrium constants are as follows:

P =
Kp

A2�1 + nCO + 2nZn�
2nZn

�A5�

nCO =
Kp

A2

Kp
A2 + 2Kp

A1 �A6�

Table 1 Values of constants applied to Eq. „23…

Species A B C T range �K�

C�s� 17.166 0.00427 
879,228 298–2300
CO�g� 28.428 0.00410 
46,055 298–2500
CO2�g� 44.171 0.00904 
854,107 298–2500
H2�g� 27.298 0.00327 50,242 298–3000
H2O�g� 30.019 0.01072 33,494 298–2500
H2O�l� 75.488 273–373
N2�g� 27.884 0.00427 298–2500
O2�g� 29.977 0.00419 
167,472 298–3000
Zn�l� 31.401 692–1200
ZnO�s� 49.027 0.00511 
912,722 298–1600
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nCO2
=

Kp
A1

Kp
A2 + 2Kp

A1 �A7�

nZn =
�Kp

A2�3

�Kp
A2 + 2Kp

A1�Kp
A1Kp

A3 �A8�

where P is the reactor pressure, ni is the number of gaseous moles
present at equilibrium of each species i, per mole of ZnO reduced,
and Kp is the equilibrium constant �superscripts correspond to
equation numbers�.

Now, defining 	 as the moles of liquid Zn present per mole of
reduced ZnO, the critical point at which liquid Zn first appears at
equilibrium can be defined as follows:

nZn − 	 = 1 �	 → 0� �A9�
Designating the subscript “*” to refer to values at this critical

pressure �point�, Eq. �A8� can be rearranged as

2K�
A3�K�

A1�2 + K�
A1K�

A2K�
A3 − �K�

A2�3 = 0 �A10�

Solving for K�
A3 gives an equation relating the three equilibrium

constants at the critical point, thus

K�
A3 =

�K�
A2�3

2�K�
A1�2 + K�

A1K�
A2 �A11�

⇒P� =
K�

A2�2K�
A2 + 3K�

A1�
K�

A2 + 2K�
A1 �A12�

Using the relationships of Hougan and Watson �13� for the
equilibrium constants, P� and the corresponding temperature T�

can be found, thus

P� = 5.67 bar

T� = 1280.8 K

However, at temperatures above this point, one of the solid phases
disappears as either ZnO or C is consumed completely depending
on whether there is an excess of C or Zn atoms, respectively,
therefore, the phase rule gives →F=2+2–3=1.

This leaves one degree of freedom and specifying, say, reactor
pressure �as long as it is above 5.67 bar�, locks the gas composi-
tion and temperature at equilibrium. It follows that the quantity of
liquid Zn in the reactor has no bearing on the equilibrium concen-
tration of any of the product gases as long as a small residue of

liquid remains. This also ensures that in principle all of the carbon
entering the reactor is consumed. Hence, liquid Zn can be with-
drawn from the reactor as fast as it forms.

Likewise at pressures below P�, once again the phase rule in-
dicates one degree of freedom, but this time there is no liquid
present and both solid phases can coexist. This is not, however, a
feasible operating point for the system described in this work.

In conclusion, the composition and temperature for a given re-
actor pressure can be found by simultaneous solution of Eqs.
�A5�–�A8�, using the appropriate relationships for the equilibrium
constants. Figure 8 shows a plot of equilibrium product concen-
trations versus reactor temperature for conditions above the criti-
cal pressures, P�.
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Fig. 8 Graph showing equilibrium concentrations of species
in reducer versus reactor temperature
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Optimal Tuner Selection for
Kalman Filter-Based Aircraft
Engine Performance Estimation
A linear point design methodology for minimizing the error in on-line Kalman filter-
based aircraft engine performance estimation applications is presented. This technique
specifically addresses the underdetermined estimation problem, where there are more
unknown parameters than available sensor measurements. A systematic approach is ap-
plied to produce a model tuning parameter vector of appropriate dimension to enable
estimation by a Kalman filter, while minimizing the estimation error in the parameters of
interest. Tuning parameter selection is performed using a multivariable iterative search
routine that seeks to minimize the theoretical mean-squared estimation error. This paper
derives theoretical Kalman filter estimation error bias and variance values at steady-state
operating conditions, and presents the tuner selection routine applied to minimize these
values. Results from the application of the technique to an aircraft engine simulation are
presented and compared with the conventional approach of tuner selection. Experimental
simulation results are found to be in agreement with theoretical predictions. The new
methodology is shown to yield a significant improvement in on-line engine performance
estimation accuracy. �DOI: 10.1115/1.3157096�

1 Introduction
An emerging approach in the field of aircraft engine controls

and health management is the inclusion of real-time on-board
models for the in-flight estimation of engine performance varia-
tions �1–3�. This technology, typically based on Kalman filter con-
cepts, enables the estimation of unmeasured engine performance
parameters, which can be directly utilized by controls, prognos-
tics, and health management applications. A challenge that com-
plicates this practice is the fact that an aircraft engine’s perfor-
mance is affected by its level of degradation, generally described
in terms of unmeasurable health parameters such as efficiencies
and flow capacities related to each major engine module. Through
Kalman filter-based estimation techniques, the level of engine per-
formance degradation can be estimated, given that there are at
least as many sensors as parameters to be estimated. However, in
an aircraft engine the number of sensors available is typically less
than the number of health parameters presenting an underdeter-
mined estimation problem. A common approach to address this
shortcoming is to estimate a subset of the health parameters, re-
ferred to as model tuning parameters. While this approach enables
on-line Kalman filter-based estimation, it can result in “smearing”
the effects of unestimated health parameters onto those that are
estimated and, in turn, introduce error in the accuracy of overall
model-based performance estimation applications. Recently, Litt
�4� presented an approach based on singular value decomposition
�SVD� that selects a model tuning parameter vector of low-
enough dimension to be estimated by a Kalman filter. The model
tuning parameter vector, q, was constructed as a linear combina-
tion of all health parameters, h, given by

q = V�h �1�

where the transformation matrix, V�, is selected, applying singular
value decomposition to capture the overall effect of the larger set

of health parameters on the engine variables as closely as possible
in the least-squares sense. In this paper a new linear point design
technique, which applies a systematic approach to optimal tuning
parameter selection will be presented. This technique, like the one
presented in Ref. �4�, also defines a transformation matrix, V�,
used to construct a tuning parameter vector that is a linear com-
bination of all health parameters, and of low-enough dimension to
enable Kalman filter estimation. The new approach optimally se-
lects the transformation matrix, V�, to minimize the theoretical
steady-state estimation error in the engine performance param-
eters of interest. There is no known closed form solution for op-
timally selecting V� to satisfy this objective. Therefore, a multi-
variable iterative search routine is applied to perform this
function.

Sections 2–5 of this paper are organized as follows. First, the
mathematical formulation of the parameter estimation problem is
presented, and theoretical estimation error values are derived as-
suming linear steady-state operating conditions. The theoretical
estimation error information is directly used by the iterative
search routine applied to optimally select the Kalman filter tuning
parameter vector, which is described next. Example estimation
results from the application of the new methodology to an aircraft
turbofan engine simulation are then presented and compared with
the conventional approach of tuning parameter selection, the SVD
tuner selection approach presented in Ref. �4�, and the maximum
a posteriori �MAP� performance estimation approach commonly
applied for off-line �ground-based� aircraft engine gas path analy-
sis applications �5,6�. After the example, there is a discussion of
practical considerations for applying the method, and a discussion
of future work. Finally, conclusions are presented.

2 Problem Formulation
The discrete linear time-invariant engine state-space equations

about a linear design point are given as

xk+1 = Axk + Buk + Lhk + wk

yk = Cxk + Duk + Mhk + vk �2�

zk = Fxk + Guk + Nhk
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where k is the time index, x is the vector of state variables, u is the
vector of control inputs, y is the vector of measured outputs, and
z is the vector of auxiliary �unmeasured� model outputs. The vec-
tor h represents the engine health parameters, which induce shifts
in other variables, as the health parameters deviate from their
nominal values. The vectors w and v are uncorrelated zero-mean
white noise input sequences. Q will be used to denote the covari-
ance of w, and R to denote the covariance of v. The matrices A, B,
C, D, F, G, L, M, and N are of appropriate dimension. The health
parameters, represented by the vector h, are unknown inputs to the
system. They may be treated as a set of biases, and are thus
modeled without dynamics. With this interpretation Eq. �2� can be
written as

�3�

The vector wxh is zero-mean white noise associated with the aug-
mented state vector, �xT hT�T, with a covariance of Qxh. wxh con-
sists of the original state process noise, w, concatenated with the
process noise associated with the health parameter vector, wh

wxh,k = � wk

wh,k
� �4�

The eigenvalues of Axh consist of the original eigenvalues of A,
plus an additional dim�h� eigenvalues located at 1.0 on the unit
circle due to the augmentation. Thus, the new augmented system
given in Eq. �3� has at least as many eigenvalues located on the
unit circle as there are elements of h. Once the h vector is ap-
pended to the state vector, it may be directly estimated, provided
that the realization in Eq. �3� is observable. Using this formula-
tion, the number of health parameters that can be estimated is
limited to the number of sensors, the dimension of y �7�. Since in
an aircraft gas turbine engine there are usually fewer sensors than
health parameters, the problem becomes one of choosing the best
set of tuners for the application. This paper presents a systematic
methodology for the optimal selection of a model tuning param-
eter vector, q, of low-enough dimension to be estimated by a
Kalman filter, while minimizing the estimation error in the model
variables of interest. Sections 2.1–2.4 will cover the steps in the
problem setup. This includes construction of the reduced order
state-space model, formulation of the Kalman filter estimator, cal-
culation of the mean sum of squared estimation errors, and opti-
mal selection of the transformation matrix to minimize the esti-
mation error.

2.1 Reduced-Order State-Space Model. The model tuning
parameter vector, q, is constructed as a linear combination of all
health parameters, h, given by

q = V�h �5�

where q�Rm, h�Rp, m� p, and V� is an m� p transformation
matrix of rank m, applied to construct the tuning parameter vector.

An approximation of the health parameter vector, ĥ, can be ob-
tained as

ĥ = V�†q �6�

where V�† is the pseudo-inverse of V�. Substituting Eq. �6� into
Eq. �3� yields the following reduced-order state-space equations
that will be used to formulate the Kalman filter:

�7�

The state process noise, wxq, and its associated covariance, Qxq,
for the reduced-order system are calculated as

wxq,k = � I 0

0 V� �wxh,k = � I 0

0 V� �� wk

wh,k
�

�8�

Qxq = � I 0

0 V� �Qxh� I 0

0 V� �T

2.2 Kalman Filter Formulation. In this study, steady-state
Kalman filtering is applied. This means that while the Kalman
filter is a dynamic system, the state estimation error covariance
matrix and the Kalman gain matrix are invariant—instead of up-
dating these matrices each time step they are held constant. Given
the reduced-order linear state-space equations shown in Eq. �7�,
the state estimation error covariance matrix, P�, is calculated by
solving the following Ricatti equation �8�:

P� = AxqP�Axq
T − AxqP�Cxq

T �CxqP�Cxq
T + R�−1CxqP�Axq

T + Qxq

�9�

The steady-state Kalman filter gain, K�, can then be calculated as
follows �8�:

K� = P�Cxq
T �CxqP�Cxq

T + R�−1 �10�

and assuming steady-state open-loop operation �u=0�, the Kalman
filter estimator takes the following form:

x̂xq,k = Axqx̂xq,k−1 + K��yk − CxqAxqx̂xq,k−1� �11�

The reduced-order state vector estimate, x̂xq, produced by Eq. �11�
can be used to produce an estimate of the augmented state vector,
and the auxiliary parameter vector as follows:

x̂xh,k = � I 0

0 V�† �x̂xq,k

�12�
ẑk = �F NV�† �x̂xq,k

2.3 Analytical Derivation of Estimation Error. The estima-
tion errors in x̂xh,k and ẑk are defined as the difference between the
estimated and actual values

x̃xh,k = x̂xh,k − xxh,k

�13�
z̃k = ẑk − zk
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Due to the underdetermined nature of the estimation problem, it
will be impossible for the Kalman filter estimator to completely

restore all information when transforming q̂ into ĥ. As such, the
Kalman filter will be a biased estimator �i.e., the expected values
of x̃xh,k and z̃k will be nonzero�. The estimation errors can be
considered to consist of two components: an estimation error bias
and an estimation variance. The estimation error bias vectors are
equivalent to the mean estimation error vectors defined as

x̄̃xh,k = E�x̃xh,k� = E�x̂xh,k − xxh,k�
�14�

z̄̃k = E�z̃k� = E�ẑk − zk�

where the operator E� • � represents the expected value of the ar-
gument. The variance of the estimates can be found by construct-
ing their respective estimation covariance matrices

Px̂ĥ,k = E��x̂xh,k − E�x̂xh,k���x̂xh,k − E�x̂xh,k��T�
�15�

Pẑ,k = E��ẑk − E�ẑk���ẑk − E�ẑk��T�

Diagonal elements of the covariance matrices will reflect the vari-
ance in individual parameter estimates, while off-diagonal ele-
ments reflect the covariance between parameter estimates. The
overall sum of squared estimation errors �SSEE� can be obtained
by combining the estimation error bias and estimation variance
information as

SSEE�x̂xh,k� = x̄̃xh,k
T x̄̃xh,k + tr�Px̂ĥ,k�

�16�
SSEE�ẑk� = z̄̃k

Tz̄̃k + tr�Pẑ,k�

where tr� • � represents the trace �sum of the diagonal elements� of
the matrix. In this paper, theoretical values for each error compo-
nent will be derived assuming steady-state open-loop �u=0� oper-
ating conditions. First, the estimation error bias is derived, fol-
lowed by a derivation of the estimation variance.

2.3.1 Estimation Error Bias. The estimation error biases, x̄̃xh,k

and z̄̃k, can be analytically derived for an arbitrary health param-
eter vector, h, at steady-state operating conditions. This is done
taking advantage of the following expected value properties at
steady-state open-loop operating conditions:

E�xk+1� = E�xk� = xSS

E�hk� = h

E�xxh,k� = xxh,SS

E�yk� = ySS

E�zk� = zSS

E�uk� = 0 �17�

E�wk� = 0

E�vk� = 0

E�x̂xq,k� = E�x̂xq,k−1� = x̄̂xq,SS

E�x̂xh,k� = x̄̂xh,SS

E�ẑk� = z̄̂SS

where the subscript SS denotes steady-state operation. By taking
expected values of Eq. �2�, xSS, ySS, and zSS can be written as
functions of the health parameter vector h

E�xk+1� = A · E�xk� + B · E�uk� + L · E�hk� + E�wk�

xSS = AxSS + Lh

xSS = �I − A�−1Lh �18�

E�yk� = C · E�xk� + D · E�uk� + M · E�hk� + E�vk�

ySS = CxSS + Mh �19�

yss = �C�I − A�−1L + M�h

E�zk� = F · E�xk� + G · E�uk� + N · E�hk�

zSS = FxSS + Nh �20�

zss = �F�I − A�−1L + N�h

Next, by taking expected values of both sides of Eq. �11�, the
expected value of x̂xq,k can be obtained as a function of yss

E�x̂xq,k� = Axq · E�x̂xq,k−1� + K��E�yk� − CxqAxq · E�x̂xq,k−1��

x̄̂xq,ss = Axqx̄̂xq,ss + K��yss − CxqAxqx̄̂xq,ss� �21�

x̄̂xq,ss = �I − Axq + K�CxqAxq�−1K�yss

Then, making the substitution yss= �C�I−A�−1L+M�h given in Eq.
�19�, the expected steady-state value of x̂xq,k can be written as a
function of h

x̄̂xq,ss = �I − Axq + K�CxqAxq�−1K��C�I − A�−1L + M�h �22�

The steady-state augmented state estimation error bias can then be
found, and partitioned into error bias information for the original

state vector, x̄̃SS, and the health parameter vector, h̄̃SS, by combin-
ing Eqs. �12�, �14�, �18�, and �22� to yield

x̄̃xh,SS = E�x̂xh,k − xxh,k�

x̄̃xh,SS = x̄̂xh,SS − xxh,SS

x̄̃xh,SS =� x̄̃SS

h̄̃SS

� = � I 0

0 V�† � x̄̂xq,SS − xxh,SS �23�

x̄̃xh,SS =� x̄̃SS

h̄̃SS

� = Gxhh

The steady-state auxiliary parameter estimation error bias can also
be derived by combining Eqs. �12�, �14�, �20�, and �22� to yield

z̄̃SS = E�ẑk − zk�

z̄̃SS = z̄̂SS − zSS

z̄̃SS = �F NV�† �x̄̂xq,SS − zSS
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z̄̃SS = Gzh �24�
The estimation error bias equations given in Eqs. �23� and �24�

are functions of an arbitrary health parameter vector, h. As such
they are representative of the parameter estimation error biases in
a single engine, at a given point in its lifetime of use, where its
deterioration is represented by the health parameter vector h. The
average sum of squared estimation error biases across a fleet of
engines can be calculated as

�25�

�26�

where the matrix Ph, defined as E�hhT�, reflects a priori or histori-
cal knowledge of the covariance in the health parameters across
all engines. If available, it can be used to predict the sum of
squared estimation errors biases, as shown in Eqs. �24� and �25�.

2.3.2 Estimation Variance. Next, derivations are presented for
the augmented state estimate and auxiliary parameter estimate co-
variance matrices, Px̂ĥ,k and Pẑ,k, respectively. These matrices will
be calculated as a function of the reduced-order state vector esti-
mation covariance matrix, Px̂q̂,k, which is defined as

�27�

where the vector �xq,k is defined as the residual between x̂xq,k at
time k and its expected value. Since E�x̂xq,k�= x̄̂xq,ss, �xq,k can be
obtained by subtracting Eq. �21� from Eq. �11�

�28�

Making the substitutions �xq,k−1= x̂xq,k−1− x̄̂xq,SS, and vk=yk−yss
yields

�xq,k = �Axq − K�CxqAxq��xq,k−1 + K�vk �29�

The estimation covariance matrix Px̂q̂,k is then calculated as

Px̂q̂,k = E��xq,k�xq,k
T �

= �Axq − K�CxqAxq�E��xq,k−1�xq,k−1
T � ¯

� �Axq − K�CxqAxq�T
¯

+ �Axq − K�CxqAxq�E��xq,k−1vk
T�K�

T
¯

+ K�E�vk�xq,k−1
T ��Axq − K�CxqAxq�T + K�E�vkvk

T�K�
T

�30�

The substitutions E��xq,k−1�xq,k−1
T �= Px̂q̂,k−1 and E�vkvk

T�=R can be
made in the above equation. Since �xq,k−1 and vk

T are uncorrelated,
the substitution E��xq,k−1vk

T�=E�vk�xq,k−1
T �=0 can also be made,

producing

Px̂q̂,k = �Axq − K�CxqAxq�Px̂q̂,k−1�Axq − K�CxqAxq�T + K�RK�
T

�31�

At steady-state operating conditions Px̂q̂,k−1= Px̂q̂,k. Making this
substitution in Eq. �31� produces the following Ricatti equation
that can be solved for Px̂q̂,k:

Px̂q̂,k = �Axq − K�CxqAxq�Px̂q̂,k�Axq − K�CxqAxq�T + K�RK�
T

�32�

It should be noted that Px̂q̂,k obtained by solving Eq. �32� will be
identical to P� produced via Eq. �9� if the system’s actual state
process noise covariance is identical to the Qxq assumed in the
design of the Kalman filter. However, Q is often treated as a
Kalman filter design parameter to provide acceptable dynamic re-
sponse. For the purpose of this derivation, we have assumed a
steady-state operating condition, where the state variables and
health parameters are invariant, and thus the actual system process
noise is zero �i.e., wxh,k=0�. In this case Px̂q̂,k will not equal P�.
Once Px̂q̂,k is obtained, it can be used to calculate Px̂ĥ,k, the cova-
riance of x̂xh,k, which is defined as E��x̂xh,k−E�x̂xh,k���x̂xh,k

−E�x̂xh,k��T�

Px̂ĥ,k = � I 0

0 V�† �Px̂q̂,k� I 0

0 V�† �T

�33�

The augmented state vector estimation covariance given in Eq.
�33� can be partitioned into covariance information for the origi-
nal state vector, Px̂,k �upper left corner of the Px̂ĥ,k matrix�, and the
health parameter vector, Pĥ,k �lower right corner of the Px̂ĥ,k ma-
trix�

Px̂ĥ,k = �Px̂,k ¯

¯ Pĥ,k
� �34�

The Px̂q̂,k matrix from Eq. �32� can also be used to calculate Pẑ,k,
the covariance in the estimation of zk, which is equivalent to
E��ẑk−E�ẑk���ẑk−E�ẑk��T�

Pẑ,k = �F NV�† �Px̂q̂,k�F NV�† �T �35�

The variance in the estimates x̂xh,k and ẑk can be obtained from the
diagonals of the covariance matrices produced by Eqs. �33� and
�35�, respectively.

2.3.3 Sum of Squared Estimation Errors. Once Eqs. �25�, �26�,
�33�, and �35� are obtained, they may be used to analytically cal-
culate the mean sum of squared estimation errors over all engines
by combining the respective estimation error bias and estimation
variance information, as previously shown in Eq. �16�. The mean
augmented state vector sum of squared estimation errors,
SSEE�x̂xh,fleet�, and the mean auxiliary parameter vector sum of
squared estimation errors, SSEE�ẑfleet�, become

SSEE�x̂xh,fleet� = x̄̃xh,fleet
2 + tr�Px̂ĥ,k� = tr�GxhPhGxh

T + Px̂ĥ,k�
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SSEE�ẑfleet� = z̄̃fleet
2 + tr�Pẑ,k� = tr�GzPhGz

T + Pẑ,k� �36�

If required, a weighted sum approach can be applied to normal-
ize the contributions of individual auxiliary parameter estimation
errors. This is often necessary as there may be several orders of
magnitude difference between the auxiliary parameters of interest.
A weighted sum approach prevents domination by individual pa-
rameters. In this study a diagonal auxiliary parameter weighting
matrix, Wz, is applied based on the inverse of auxiliary parameter
variance �obtained from the main diagonal of the auxiliary param-
eter covariance matrix, Pz�

Pz = �F�I − A�−1L + N�Ph�F�I − A�−1L + N�T

�37�

Wz = 	Pz,11 0 0

0 � 0

0 0 Pz,ii



−1

Wz is then applied to calculate of a “weighted” sum of auxiliary
parameter squared estimation errors given as

WSSEE�ẑfleet� = tr�Wz�GzPhGz
T + Pẑ,k�� �38�

From Eqs. �23�, �24�, �32�, and �34� it can be observed that both
bias and variance are affected by the selection of the transforma-
tion matrix, V�. The sum of squared estimation error terms derived
in this section give rise to an optimization problem: selecting V�

to minimize the squared estimation error in the Kalman filter pro-
duced parameter estimates. This could include health parameter
estimates, auxiliary parameter estimates, or a combination of pa-
rameters. Although there is no known closed form solution for
optimally selecting the V� matrix to satisfy the objective of mini-
mizing estimation errors, a multiparameter iterative search method
has been developed to perform this task, and will be described in
Sec. 2.4.

2.4 Optimal Transformation Matrix Selection. Prior to ini-
tiating the search for an optimal V�, specific system design infor-
mation must be defined or obtained. This includes:

• specifying the auxiliary parameters to be estimated
• generating system state-space equations at a fleet average

�50% deteriorated� engine trim point
• defining measurement noise covariance matrix, R
• defining augmented state process noise covariance matrix,

Qxh
• defining fleet average health parameter covariance, Ph

Some additional clarification is provided regarding the selection
of Ph and Qxh as the distinction between these two covariance
matrices may not be immediately obvious. Ph defines the expected
health parameter covariance across all engines. It may be based on
past knowledge gained from engine gas path analysis programs
and/or historical studies of engine module performance deteriora-
tion. Conversely, Qxh defines the expected process noise covari-
ance in the state variables and health parameters of an individual
engine, at a single discrete time step, k. The selection of Qxh will
directly impact the dynamic response and the variance of the es-
timates generated by the Kalman filter, and to a large extent Qxh is
treated as a design parameter.

After the necessary system information has been obtained, the
search for an optimal transformation matrix to minimize the Kal-
man filter sum of squared estimation errors can commence. This is
performed using the lsqnonlin function of the MATLAB® Optimi-
zation Toolbox. This function applies an iterative search to find
the least-squares solution of a user-specified multivariable optimi-
zation problem. A flow chart depicting the steps in this optimal
iterative search is shown in Fig. 1, and a further description of
each step is given below.

1. Upon startup, an initial random guess of V� is generated. It is

selected such that the matrix Frobenius norm �V��F=1. This
requirement is applied to help prevent convergence to a
poorly scaled solution.

2. Construct the reduced-order state-space model, �Eq. �7��.
3. Formulate the Kalman filter.

a. Calculate the estimation covariance matrix, P� �Eq. �9��.
b. Calculate the Kalman gain matrix, K�, �Eq. �10��.

4. Calculate sum of squared estimation errors �Eq. �36��, or
weighted sum of squared estimation errors �Eq. �38��.

5. On each iteration the change in SSEE �or WSSEE� relative
to the previous iteration is assessed to determine if conver-
gence within a user-specified tolerance has been achieved.

a. If converged, skip step 6 and proceed to step 7.
b. If not converged, proceed to step 6 to update V�.

6. V� is updated via the MATLAB® lsqnonlin function, again
requiring that �V��F=1, and the process returns to step 2.

7. Upon convergence, the optimization routine returns the op-
timal value of V�, and ends.

Experience has shown that the transformation matrix returned
by the optimization routine is not unique—different matrices can
be found that produce a global minimum of the objective function.
Experience has also shown that the optimization routine will usu-
ally return a V� matrix that satisfies, or nearly satisfies �i.e., within
5%�, the global minimum of the objective function. However, in
order to guard against potential convergence to a local minimum,
it is prudent to run the optimization routine multiple times, each
time starting with a different initial guess for V�. This is only to
assure the designer that the global minimum is achieved, not to
produce a consistent V�. It should be emphasized that the optimal
search for V� is only conducted off-line during the estimator de-
sign process. This calculation is not conducted as part of the on-
line real-time Kalman filter implementation, and thus places no
additional computational burden upon it.

3 Turbofan Engine Example
A linearized cruise operating point extracted from the NASA

commercial modular aeropropulsion system simulation �C-
MAPSS� high-bypass turbofan engine model �9� is used to evalu-
ate the new systematic tuner selection methodology. The linear

Fig. 1 Flowchart of V� iterative optimal search
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model has two state variables, ten health parameters, and three
control inputs, all shown in Table 1. The model’s seven sensed
outputs, and corresponding sensor noise standard deviation, are
shown in Table 2. The auxiliary output parameters of interest to be
estimated are shown in Table 3. The linear model is used as the
truth model for this application example. The model is run open-
loop, so all control inputs remain at 0, i.e., they do not deviate
from the trim value for the linear model and no actuator bias is
present. Deviations in all ten health parameters are assumed to be
uncorrelated, and randomly shifted from their trim conditions with
a standard deviation of �0.02 ��2%�. Since a parameter’s vari-

ance is equal to its standard deviation squared, the health param-
eter covariance matrix, Ph, is defined as a diagonal matrix with all
diagonal elements equal to 0.0004.

Next, the estimation accuracy of the systematic approach for
selecting Kalman filter tuning parameters will be compared with
the conventional approach of selecting a subset of health param-
eters to serve as tuners �the seven health parameters denoted with
“a” in Table1�, and the singular value decomposition approach to
tuner selection introduced by Litt in Ref. �4�. Table 4 shows a
comparison of the theoretically predicted estimation errors
�squared bias, variance, and total squared error� and experimen-
tally obtained squared estimation errors for each of the three tuner
selection approaches. T40 and T50 estimation errors are shown in
squared degrees Rankine, and Fn and SmLPC estimation errors
are shown in squared percent net thrust and squared percent stall
margin, respectively. The experimental results were obtained
through a Monte Carlo simulation analysis, where the health pa-
rameters varied over a random distribution in accordance with the
covariance matrix, Ph. The test cases were concatenated to pro-
duce a single time history input, which was provided to the
C-MAPSS linear discrete state-space model given in Eq. �2�, with
an update rate of 15 ms. Each individual health parameter test
case lasted 30 s. At the completion of each 30 s test case, the
health parameter vector input instantaneously transitioned to the
next test case. A total of 375 30 s test cases were evaluated,
resulting in an 11,250 s input time history. Three separate Kalman
filters were implemented using the three tuner selection ap-
proaches. The experimental estimation errors were determined by
calculating the mean-squared error between estimated and actual
values during the last 10 s of each 30 s test case. The error cal-
culation is based on only the last 10 s so that engine model out-
puts and Kalman estimator outputs have reached a quasisteady-
state operating condition prior to calculating the error. This

Table 1 State variables, health parameters, and actuators

State variables Health parameters Actuators

Nf–fan speed Fan efficiency Wf – fuel flow
Nc–core speed Fan flow capacitya Variable stator vane �VSV�

LPC efficiency a Variable bleed valve �VBV�
LPC flow capacity

High pressure compressor �HPC� efficiencya

HPC flow capacity a

High pressure turbine �HPT� efficiencya

HPT flow capacity a

LPT efficiency
LPT flow capacity a

aHealth parameters selected as tuners in conventional estimation approach, �identical to subset of health parameters selected as
tuners in Ref. �4��.

Table 2 Sensed outputs and standard deviation as percent of
operating point trim values

Sensed output
Standard deviation

�%�

Nf–fan speed 0.25
Nc–core speed 0.25
P24–HPC inlet total pressure 0.50
T24–HPC inlet total temperature 0.75
Ps30–HPC exit static pressure 0.50
T30–HPC exit total temperature 0.75
T48–exhaust gas temperature 0.75

Table 3 Estimated auxiliary parameters

Auxiliary parameter

T40–combustor exit temperature
T50–LPT exit temperature

FN–net thrust
SmLPC – LPC stall margin

Table 4 Auxiliary parameter squared estimation errors

Tuners Error
T40
�°R�

T50
�°R�

Fn
�%�

SmLPC
�%�

Subset of health parameters Theor. sqr. bias 0.00 561.76 3.84 3.28
Theor. variance 74.76 29.65 0.48 0.34
Theor. sqr. error 74.76 591.41 4.31 3.62
Exper. sqr. error 74.90 583.29 4.27 3.60

SVD tuner selection Theor. sqr. bias 0.00 512.46 4.05 5.28
Theor. variance 65.99 67.21 0.80 1.31
Theor. sqr. error 65.99 579.67 4.86 6.59
Exper. sqr. error 66.20 579.39 4.98 6.76

Systematic tuner selection Theor. sqr. bias 0.00 87.81 0.66 0.95
Theor. variance 17.49 18.55 0.13 0.35
Theor. sqr. error 17.49 106.35 0.79 1.30
Exper. sqr. error 17.61 106.54 0.86 1.35
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ensures that the experimental results are consistent with the theo-
retically predicted estimation errors that were derived assuming
steady-state operation.

From Table 4 it can be seen that the theoretically predicted and
the experimentally obtained squared estimation errors exhibit
good agreement. If the number of random test cases were in-
creased to a suitably large number, it is expected that the theoret-
ical and experimental results would be identical. It can also be
seen that all three estimators are able to produce unbiased esti-
mates of the combustor exit temperature, T40; however, their es-
timates of low pressure turbine �LPT� exit temperature, T50, net
thrust, Fn, and low pressure compressor �LPC� stall margin, Sm-
LPC, are biased. The encouraging finding is that the new system-
atic approach to tuner selection significantly reduces the overall
mean-squared estimation error compared with the other two ap-
proaches. Relative to the conventional approach of tuner selection
the experimental mean-squared estimation errors in T40, T50, Fn
and SmLPC are reduced to 76%, 82%, 80%, and 63%, respec-
tively. It can also be observed that the SVD tuner selection ap-
proach, which is designed to reduce the estimation error bias, does
in fact reduce the sum of squared biases relative to the subset of
health parameters approach. However, the SVD approach is also
found to increase the estimation variance, which contributes to its
overall mean-squared estimation error.

A visual illustration of the effect that tuner selection has on
Kalman filter estimation accuracy can be seen in Figs. 2–5, which
show actual and estimated results for the auxiliary parameters

T40, T50, Fn, and SmLPC respectively. Each plot shows a 300 s
segment of the evaluated test cases. The step changes that can be
observed in each plot every 30 s correspond to a transition to a
different health parameter vector. True model auxiliary parameter
outputs are shown in black, and Kalman filter estimates are shown
in gray. In each figure the information is arranged top to bottom
according to tuner selection based upon �a� a subset of health
parameters, �b� singular value decomposition, and �c� the new
systematic selection strategy. The information shown in these fig-
ures corroborates the information in Table 4; namely, all three
tuner selection approaches produce unbiased estimates of T40
�Fig. 2�, while the systematic tuner selection strategy yields a
noticeable reduction in the total squared estimation error �squared
bias plus variance� of all four auxiliary parameters.

3.1 Comparison With Maximum A Posteriori Estimation.
The presented systematic tuner selection strategy minimizes the
mean-squared error of the on-line estimator at steady-state oper-
ating conditions, taking advantage of prior knowledge of engine
health parameter distributions. As such it is somewhat analogous
to the maximum a posteriori estimation method commonly ap-
plied for ground-based aircraft gas turbine engine gas path analy-
sis �5,6�. This leads to the question, how does the on-line Kalman
filter estimation accuracy compare with MAP estimation accu-
racy? Prior to making this comparison the mathematical formula-
tion of the MAP estimator is briefly introduced. Here a steady-
state model of the measurement process in the following form is
applied

Fig. 2 T40 estimation „tuner comparison…

Fig. 3 T50 estimation „tuner comparison…

Fig. 4 Fn estimation „tuner comparison…

Fig. 5 SmLPC estimation „tuner comparison…
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yk = Hhk + vk �39�

where the matrix H relates the effects of the health parameter
vector, h, to the sensed measurements, y. From Eq. �19�, it can be
seen that H is equivalent to C�I−A�−1L+M. The MAP estimator
follows the closed form expression

ĥk = �Ph
−1 + HTR−1H�HTR−1yk �40�

The MAP estimator is capable of estimating more unknowns
than available measurements due to the inclusion of a priori
knowledge of the estimated parameter covariance, Ph. However,
the MAP estimator, unlike a Kalman filter, is not a recursive esti-
mator and does not take advantage of past measurements to en-
hance its estimate at the current time step. Furthermore, the MAP
estimator only considers a static relationship between system state
variables and measured outputs—it does not consider system dy-
namics. Because of these differences, a Kalman estimator with
optimally selected tuning parameters should outperform the MAP
estimator. However, under steady-state conditions, with minimal
sensor noise the two estimation approaches should produce simi-
lar results. To test this theory, a MAP estimator was designed, and
its estimation accuracy was compared with a Kalman filter with
tuning parameters optimally selected to minimize the estimation
errors in the health parameter vector h. First, the two estimators
were designed and evaluated using the original sensor noise levels
shown in Table 2. Next, the sensor noise levels were set to 1/20th
of their original levels, the estimators were redesigned, and the
comparison was repeated. Monte Carlo simulation evaluations, as
previously described, were applied �i.e., 375 random health pa-
rameter vectors, 30 s in duration, with estimation accuracy calcu-
lations based on the last 10 s of each 30 s test case�. Theoretical
and experimental estimation errors are shown in Tables 5 and 6
for the original noise and reduced noise levels, respectively. At
original noise levels the Kalman estimator is able to produce
smaller estimation errors. However, at the reduced noise level the
two estimation approaches are found to be nearly identical. This
comparison validates that the Kalman estimation approach is in-
deed producing a minimum mean-squared estimation error as in-
tended, while providing the capability to support real-time on-line
estimation under dynamic operating scenarios.

4 Discussion
While the systematic tuner selection approach presented here

appears promising for on-line Kalman filter-based parameter esti-
mation applications, there are several practical considerations that
need to be assessed when applying such a technique. The optimi-
zation routine attempts to minimize the overall squared estimation
error—both bias and variance—under steady-state operating con-
ditions. The minimization of the estimation variance in particular
can come at the expense of dynamic responsiveness of the Kal-
man filter. To illustrate this consider the time history plots of
actual versus estimated T40 shown in Fig. 6. The top plot shows
Kalman filter estimation results using a tuning parameter vector
systematically selected to minimize the error in four auxiliary pa-
rameters �T40, T50, Fn, and SmLPC�, as presented in Sec. 3. The
bottom plot shows Kalman filter estimation results using a tuning
parameter vector systematically selected to minimize the estima-
tion error in T40 only. At time 100 s a step change in the health
parameter input vector is introduced into the engine model; this
allows the dynamic response of the two estimators to be com-
pared. It can be observed that T40 estimation variance in the bot-
tom plot is reduced, as is the mean steady-state estimation error
��300 s�. This is not surprising since one would generally expect
improved results when optimizing to minimize the error in a
single parameter, as opposed to multiple parameters. However, the
estimator shown in the bottom plot does require a significantly
longer time to reach steady-state convergence. Conversely, the
estimator designed to minimize the steady-state error in four aux-
iliary parameters �top plot� is unable to place as much emphasis
on T40 estimation variance reduction, but it is able to track dy-
namic changes in T40 more rapidly. This example illustrates the
interdependence between estimation variance and responsiveness.
Therefore, it is prudent for a designer to evaluate the Kalman filter
to ensure that it tracks engine dynamics acceptably. If the dynamic
response is unacceptable, the optimization routine can be rerun
placing more weight on estimation error bias reduction, and less
weight on variance reduction.

All results presented in this paper are based on a turbofan en-
gine linear state-space model at a single operating point. While
this linear assessment enables experimental validation of theoret-

Table 5 Health parameter % squared estimation errors „nominal noise…

Estimator Error type h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 Sum

Kalman filter Theor. squared bias 1.26 1.48 2.28 1.22 0.00 0.00 0.74 0.00 1.97 3.06 12.00
Theor. variance 0.73 0.19 0.80 0.45 0.40 0.68 0.21 0.21 0.34 0.08 4.09

Theor. squared error 2.00 1.67 3.07 1.66 0.40 0.68 0.96 0.21 2.32 3.14 16.09
Exper. squared error 1.82 1.60 2.77 1.59 0.41 0.68 0.97 0.21 2.13 3.15 15.31

MAP estimator Theor. squared bias 2.42 1.75 3.53 1.90 0.47 0.96 1.00 0.16 2.47 3.17 17.81
Theor. variance 0.22 0.27 0.16 0.64 0.69 0.71 0.36 0.36 0.17 0.09 3.68

Theor. squared error 2.63 2.02 3.69 2.54 1.16 1.67 1.36 0.52 2.64 3.26 21.48
Exper. squared error 2.52 1.89 3.44 2.45 1.14 1.57 1.34 0.51 2.49 3.24 20.60

Table 6 Health parameter % squared estimation errors „reduced noise…

Estimator Error type h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 Sum

Kalman filter Theor. squared bias 1.26 1.48 2.28 1.22 0.00 0.00 0.74 0.00 1.97 3.06 12.00
Theor. variance 0.02 0.00 0.03 0.01 0.01 0.02 0.00 0.00 0.01 0.00 0.10

Theor. squared error 1.29 1.48 2.30 1.22 0.01 0.02 0.74 0.00 1.98 3.06 12.10
Exper. squared error 1.13 1.41 1.97 1.16 0.01 0.02 0.75 0.00 1.79 3.08 11.31

MAP estimator Theor. squared bias 1.26 1.48 2.28 1.22 0.00 0.00 0.74 0.00 1.97 3.06 12.00
Theor. variance 0.03 0.00 0.04 0.01 0.01 0.02 0.00 0.00 0.01 0.00 0.13

Theor. squared error 1.30 1.48 2.32 1.22 0.01 0.02 0.74 0.00 1.99 3.06 12.14
Exper. squared error 1.14 1.41 1.98 1.17 0.01 0.02 0.75 0.00 1.79 3.08 11.34
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ical predictions, it is not representative of actual aircraft gas tur-
bine engine operation, which is a transient nonlinear system op-
erating over a broad range of operating conditions. In order for the
presented approach to be applicable it would need to be able to
produce an optimal set of tuning parameters, not just at a single
operating point, but rather a globally optimal tuning parameter
vector universally applicable over the range of operating condi-
tions that an engine is expected to experience. A potential ap-
proach to selecting a single “globally optimal” tuning parameter
vector is to modify the optimization routine to minimize the com-
bined estimation error over multiple engine operating points such
as takeoff, climb, and cruise. This would be a straightforward
modification to the MATLAB® optimization routine, but it would
increase the computational time required to calculate the result.
Since the systematic tuner selection process is only envisioned to
be done once during the system design process, this will not im-
pact the on-line execution speed of the Kalman filter. It is antici-
pated that the application of globally optimal tuners will result in
some estimation accuracy degradation relative to tuners optimized
for individual operating points, although this has not yet been
verified or quantified.

5 Conclusions
A systematic approach to tuning parameter selection for on-line

Kalman filter-based parameter estimation has been presented. This
technique is specifically applicable for the underdetermined air-
craft engine parameter estimation case where there are fewer sen-
sor measurements than unknown health parameters which will
impact engine outputs. It creates and applies a linear transforma-
tion matrix, V�, to select a vector of tuning parameters that are a
linear combination of all health parameters. The tuning parameter
vector is selected to be of low-enough dimension to be estimated,
while minimizing the mean-squared error of Kalman filter esti-
mates. The multiparameter iterative search routine applied to op-
timally select V� was presented. Results have shown that while the
transformation matrix returned by the optimization routine is not
unique �different matrices can be found that produce a global
minimum of the objective function�, the routine is effective in
returning a transformation matrix that is optimal, or near optimal,
regardless of its initial starting guess of the matrix. The efficacy of
the systematic approach to tuning parameter selection was dem-
onstrated by applying it to parameter estimation in an aircraft
turbofan engine linear point model. It was found to significantly
reduce mean-squared estimation errors compared with the con-
ventional approach of selecting a subset of health parameters to
serve as tuners. In some parameters the mean-squared estimation

error reduction was found to be over 80%. These estimation im-
provements were theoretically predicted and experimentally vali-
dated through Monte Carlo simulation studies.

The systematic approach to Kalman filter design is envisioned
to be applicable for a broad range of on-board aircraft engine
model-based applications that produce estimates of unmeasured
parameters. This includes model-based controls, model-based di-
agnostics, and on-board life usage algorithms. It is also envisioned
to have benefits for sensor selection during the engine design pro-
cess, specifically for assessing the performance estimation accu-
racy benefits of different candidate sensor suites. Areas for future
work include extending the technique to produce a tuning param-
eter vector optimal over a range of operating conditions, and
evaluating the technique on a nonlinear engine model, under both
steady-state and transient operating conditions.
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Nomenclature
A, Axh, Axq, B, Bxh,
Bxq, C, Cxh, Cxq, D,

F, Fxh, Fxq,
G, L, M, and N � system matrices

Gxh, Gx, Gh, and Gz � estimation bias matrices
H � matrix that relates health parameter effects to

steady-state engine outputs
I � identity matrix

K� � Kalman filter gain
Ph and Pz � health and auxiliary parameter covariance

matrices
Px̂ĥ,k, Px̂q̂,k, and Pẑ,k � covariance matrices of estimated

parameters
P� � Kalman filter state estimation covariance

matrix
Q, Qxh, and Qxq � process noise covariance matrices

R � measurement noise covariance matrix
V� � transformation matrix relating hk to qk
Wz � auxiliary parameter weighting matrix
hk � health parameter vector
qk � Kalman filter tuning parameter vector
uk � actuator command vector
vk � measurement noise vector

wk, wh,k, and wxh,k � process noise vectors
xk � state vector

xxh,k � augmented state vector �xk and hk�
xxq,k � reduced-order state vector �xk and qk�

yk � vector of measured outputs
zk � vector of unmeasured �auxiliary� outputs

�xq,k � residual vector �estimate minus its expected
value�

Subscripts
k � discrete time step index

xh � augmented state vector �x and h�
xq � reduced-order state vector �x and q�
SS � steady-state value

Superscripts
† � pseudo-inverse
^ � estimated value

� � error value
� � mean value
T � transpose

Fig. 6 Illustration of tuner impact on estimator response
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Operators
E�  � � expected value of argument
tr�  � � trace of matrix

SSEE�  � � sum of squared estimation errors
WSSEE�  � � weighted sum of squared estimation errors

� · �F � matrix Frobenius norm
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Application of Bayesian
Forecasting to Change Detection
and Prognosis of Gas Turbine
Performance
The performance of gas turbines degrades over time due to deterioration mechanisms
and single fault events. While deterioration mechanisms occur gradually, single fault
events are characterized by occurring accidentally. In the case of single events, abrupt
changes in the engine parameters are expected. Identifying these changes as soon as
possible is referred to as detection. State-of-the-art detection algorithms are based on
expert systems, neural networks, special filters, or fuzzy logic. This paper presents a
novel detection technique, which is based on Bayesian forecasting and dynamic linear
models (DLMs). Bayesian forecasting enables the calculation of conditional probabili-
ties, whereas DLMs are a mathematical tool for time series analysis. The combination of
the two methods can be used to calculate probability density functions prior to the next
observation, or the so called forecast distributions. The change detection is carried out
by comparing the current model with an alternative model, where the mean value is
shifted by a prescribed offset. If the forecast distribution of the alternative model better
fits the actual observation, a potential change is detected. To determine whether the
respective observation is a single outlier or the first observation of a significant change,
a special logic is developed. In addition to change detection, the proposed technique has
the ability to perform a prognosis of measurement values. The developed method was run
through an extensive test program. Detection rates �92% have been achieved for
changed heights, as small as 1.5 times the standard deviation of the observed signal
(sigma). For changed heights greater than 2 sigma, the detection rates have proven to be
100%. It could also be shown that a high detection rate is gained by a high false
detection rate ��2%�. An optimum must be chosen between a high detection rate and a
low false detection rate, by choosing an appropriate uncertainty limit for the detection.
Increasing the uncertainty limit decreases both detection rate and false detection rate. In
terms of prognostic abilities, the proposed technique not only estimates the point of time
of a potential limit exceedance of respective parameters, but also calculates confidence
bounds, as well as probability density and cumulative distribution functions for the prog-
nosis. The conflictive requirements of a high degree of smoothing and a quick reaction to
changes are fulfilled in parallel by combining two different detection conditions.
�DOI: 10.1115/1.3159367�

Keywords: engine diagnostics, failure detection, gas turbine performance

1 Introduction
The performance of gas turbines degrades over time due to

deterioration mechanisms and single fault events. While deterio-
ration mechanisms affect all components of a gas turbine, single
fault events are characterized by influencing only some compo-
nents and by occurring accidentally. For gas turbine monitoring,
performance models are used to predict the performance of an
undeteriorated engine at the desired operating point. Thus, it is
possible to compare measurements with their respective predicted
values. The differences between measured and predicted values
�residuals� form the basis of gas turbine monitoring �1�. In case of
single events, abrupt changes in the residuals are expected. Iden-
tifying these changes as soon as possible is referred to as detec-
tion. State-of-the-art detection algorithms are based on expert sys-

tems �2�, neural networks �3�, special filters, or fuzzy logic �4�.
If a change has been detected, the gas turbine’s components that

are affected by the fault can be identified, and their deviation from
nominal state can be assessed. These tasks are referred to as iden-
tification and diagnosis. Modern systems apply techniques like
neural networks �5�, fuzzy logic �6,7�, nonlinear optimization
�8,9�, genetic algorithms �10�, pattern recognition �11,12�, or hy-
brid approaches �13–15�.

If no abrupt change has been detected, the rate of gradual
change can be assessed in order to estimate when predefined lim-
its of particular parameters will be exceeded, which is referred to
as prognosis.

The top-level flow chart of the overall monitoring process is
shown in Fig. 1. The diagnosis is based on in-service measure-
ments of the gas turbine, e.g., speeds, temperatures, and pressures.
The measurements are prechecked for sensor failures by applying
a filter logic; the details of which can be found in Ref. �16�. If not
filtered out, the measurements are compared with predicted values
�process 1�. Based on this comparison, some detection logic is
needed to decide whether the degradation is gradual or caused by
a single fault event. Process 2 contains the diagnosis of gradual
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degradation, and yields the deviation of performance parameters
as a result. Moreover, it is possible to predict limit exceedances of
performance parameter deviations, which can be helpful in terms
of maintenance planning. The derived performance parameters are
fed back to process 1 as an update of the nominal performance for
the next diagnosis. Once a single fault event has been detected, its
diagnosis is performed in process 3. The details of the single fault
event diagnosis were presented by Lipowsky et al. �15�. One of
the key findings of their work was the importance of the correct
detection, with respect to the diagnostic result. Simply spoken, a
correct detection is absolutely crucial for a correct diagnosis.
Hence, a lot of effort has been put into the development of a
detection algorithm.

This paper discusses the development of a detection algorithm
that is deemed to be new in the field of gas turbine monitoring.
The method is based on the application of DLMs and Bayesian
forecasting, and can be used for the offline monitoring of mea-
surements collected periodically, e.g., once per flight. The theoret-
ical background of the method is given in Sec. 2. The approach
incorporates logics for outlier detection, change detection, and
prognosis, which are described in Sec. 3. The developed method is
evaluated in terms of its key abilities in a statistical manner. The
results of this evaluation are shown in Sec. 4. Finally, the conclu-
sions are drawn in Sec. 5.

2 Theoretical Background

2.1 DLMs. Dynamic linear models �DLMs� form the basis of
many time series analysis methods �17�. The idea of describing a
time series with a DLM is to break the observed signal down into
its mathematical elements, e.g., value, gradient, curvature, etc.
Figure 2 shows the modeling of a process with a second order
DLM, i.e., using the elements such as value and gradient.

Based on the information available at time t−1, the guess val-
ues for the parameter’s value and gradient, as well as the guess
value for the observed measurement at time t, can be calculated by
the equations

valuet = valuet−1 + �t gradt−1 + �1,t−1 �1�

gradt = gradt−1 + �2,t−1 �2�

measurementt = valuet + �t �3�

where �1, �2, and � are the variances in value, gradient, and
measurement, respectively. For the sake of simplicity, it is as-
sumed that observations are available in an equidistant sequence
of one cycle ��t=1�. In that case, the general DLM matrix equa-
tions

�t = Gt · �t−1 + �t with �t � N�0,Wt� �4�

Yt = Ft
T · �t + �t with �t � N�0,Vt� �5�

apply with the following matrices �17�:

� = ��

�
�, F = �1

0
�, G = �1 1

0 1
�, W = ��1 0

0 �2
�, V = �2

�6�

The guess value of the parameter value is denoted by �, and the
guess value of the parameter gradient is denoted by �. The mea-
surement variance is given by the square of its standard deviation
�.

2.2 Bayesian Forecasting. The method of Bayesian forecast-
ing is based on the description of the observed process, by the use
of probability density functions �PDFs�. The following notation is
used:

��t�Dt� � N�mt,Ct� with Dt = Y1,Y2, . . . ,Yt �7�

Equation �7� denotes that the PDF of the parameter � at time t,
based on the measurements D, is normally distributed with a mean
of m and a variance of C. The approach of the Bayesian forecast-
ing is similar to the Kalman filter applied to the time series �18�,
with respect to the fact that both methods are comprised of pre-
dictor and corrector elements. That means that the value of the
next measurement is predicted and subsequently corrected when
the measurement is available. However, Bayesian forecasting ex-
tends the approach by the use of PDFs. As the name implies, the
method of the Bayesian forecasting is based on the application of
Bayes’ theorem, which enables the calculation of conditional
probabilities and reads as follows:

Fig. 1 Health monitoring process †15‡

Fig. 2 Second order DLM process modeling
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p�A�B� =
p�B�A� · p�A�

p�B�
�8�

The notation p�A �B� denotes the probability of event A, occurring
conditional to the probability of event B having occurred. An il-
lustrative example of Bayes’ theorem states as follows: Let us
assume that the probability to suffer from a certain disease be
p�A�=0.01% �A denotes the event of actually suffering from the
disease�. Moreover, let us suppose that a clinical test exists, that is
able to detect the disease with a certainty of p�B �A�=99% �B
denotes the event of a positive test result�. Surprisingly, the prob-
ability of actually suffering from the disease, given a positive test
result, is only p�A �B�=0.98%. Hence, the probability of being
healthy, despite a positive test result, is p�AC �B�=99.02% �AC

denotes the inversion of event A, i.e., being healthy�. This result
seems stunning, but it is due to the fact that the probability of
actually suffering from the disease p�A�=0.01% is a hundred
times smaller than the probability of a false test result p�BC �A�
+ p�B �AC�=1%. The result can be visualized using a decision tree
�see Fig. 3�. To simplify matters, the calculation is based on a
population of one million people. The probability of actually suf-
fering from the disease, given a positive test result p�A �B�
=0.98%, represents the ratio of correct positive detections and
overall positive detections.

The Bayesian forecasting equations are listed hereinafter. Their
derivation is beyond the scope of this paper and can be found in
Ref. �19�. Given the state at time t−1

��t−1�Dt−1� � N�mt−1,Ct−1� �9�

the predictions for time t are given by the one-step forecast equa-
tions

��t�Dt−1� � N�at,Rt� �10�

�Yt�Dt−1� � N�f t,Qt� �11�

where means and variances can be calculated as follows:

at = Gt · mt−1, f t = Ft
T · at �12�

Rt = GtCt−1Gt
T + Wt, Qt = Ft

TRtFt + Vt �13�

Taking into account the measurement at time t, the corrections are
given by the update equations

��t�Dt� � N�mt,Ct� �14�

where means and variances are given by

mt = at + Atet with At = RtFt/Qt, et = Yt − f t �15�

Ct = Rt − AtAt
TQt �16�

Finally, if a forecast of the next k time steps is of interest, the
k-step forecast equations have to be applied

��t+k�Dt� � N�at�k�,Rt�k�� �17�

�Yt+k�Dt� � N�f t�k�,Qt�k�� �18�

with the parameters

at�k� = Gt+k · at�k − 1�, f t�k� = Ft+k
T · at�k� �19�

Rt�k� = Gt+kRt�k − 1�Gt+k
T + Wt+k �20�

Qt = Ft+k
T Rt�k�Ft+k + Vt+k �21�

3 The Approach

3.1 Application to Residuals. Bayesian forecasting acts like
a filter when applied to time series in its basic form �described in
Sec. 2.2�. By choosing the variances �, the behavior of the filter
can be adjusted between the two following extremes:

�1� High degree of smoothing. Choosing small variances leads
to a very smooth result, but also to a very low sensitivity
with respect to changes.

�2� High degree of sensitivity. Choosing large variances leads
to a very sensitive result with a fast response to changes but
also to a low rate of smoothing.

The application of Bayesian forecasting to residuals is shown in
Fig. 4. The example data is given in an equidistant sequence of
one measurement per cycle. For the sake of simplicity, the stan-
dard deviation is �=1. A change of the mean value is implanted at
cycle t=51 ���=−3��, and a degradation with a constant gradi-
ent of �=−0.02 is implanted, starting at cycle t=101. The vari-
ances are set to �1=�2=1	10−6. The upper diagram comprises
the measurements � • �, the result of Bayesian forecasting �guess
for mean value ��, and the uncertainty limit. How the uncertainty
limit is defined and calculated will be explained in Sec. 3.2. The
lower diagram shows the true and guess value ��� for the gradient.
It can be seen that the guess value meets the true value at t
=150, which is 50 cycles after its initiation.

In order to develop a method that meets the requirements of
both, a high degree of smoothing and a high degree of sensitivity
to changes, a special logic was developed, which will be described
in the following sections in detail.

3.2 Outlier Detection. The first step in the process of devel-
oping a detection logic is the detection of potential outliers. This
is carried out, based on the calculation of Bayes factors, which
essentially are ratios of two different PDFs. At every time step t,
the method of Bayesian forecasting yields a PDF for the next
observation, which will be referred to as model 0 in the following
discussion. The basic idea is to check the current measurement

Fig. 3 Decision tree explanation of Bayes’ theorem

Fig. 4 Application to residuals with an implanted change
height of ��=−3� at cycle t=51
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against this model, and against an alternative model, where mean
value is shifted by +h. Therefore, the alternative model is referred
to as model +h. The Bayes factor is the ratio of the PDF values of
the two models �17�:

H1,t =
PDF value of model + h

PDF value of model 0
�22�

In case of Gaussian distributions, the Bayes factor results in

H1,t = exp�2h · �Yt − f t� − h2

2Qt
2 � �23�

The upper diagram of Fig. 5 shows the two PDFs with an offset of
h=1.645�. The lower diagram of Fig. 5 shows the Bayes factor. It
can be seen that the Bayes factor is a straight line in logarithmic
scaling, and therefore, monotonic, i.e., the greater the Bayes fac-
tor, the better the fit between the measurement and the alternative
model. A Bayes factor of H=1 indicates that the probability of the
measurement, deriving from the PDF of model 0, is equal to the
probability of it, deriving from the PDF of model +h. Jeffreys �20�
suggested to introduce a limit of Hmin=10 for outlier detection. In
conjunction with a shift value of h=1.645�, this yields an uncer-
tainty limit �ucl� of 2.22�. That means that a measurement is
assessed as the outlier if its deviation from the mean value of
model 0 is larger than the respective uncertainty limit.

Figure 5 implies that the uncertainty limit is a function of the
shift parameter h and the limit parameter Hmin. The following
equation applies:

ucl =
ln�Hmin�

h
+

h

2
�24�

This relationship is shown in Fig. 6 for a given value of Hmin
=10. It can be seen that a minimum exists at h=2.15� with a
minimum uncertainty limit of ucl=2.146�.

Based on the logic explained above and the Bayes factor de-
fined in the equation, only such outliers can be detected that ex-
hibit a positive deviation. In order to enable the detection of out-
liers with a negative deviation, a second Bayes factor has to be
defined as follows:

H2,t = exp�− 2h · �Yt − f t� − h2

2Qt
2 � �25�

Both Bayes factors H1 and H2 have to be checked in parallel to
detect positive and negative outliers. The application of the de-
scribed outlier detection to the sample data introduced in Sec. 3.1
is shown in Fig. 7. The shift parameter was set to h=3�, resulting
in an uncertainty limit of ucl=2.27�. The lower diagram of Fig. 7
comprises the two Bayes factors H1 �blue� and H2 �green�, plotted
on top of each other. It can be seen that measurement residuals
with either H1 or H2�Hmin are marked as outliers ���.

3.3 Change Detection. The logic for outlier detection has to
be extended in order to distinguish between single outliers and the
beginning of a change. This is done by introducing cumulative
Bayes factors, which are defined as the product of the preceding k
consecutive Bayes factors

Ht�k� = 	
t−k+1

t

Ht with k = 1,2, . . . ,lmax �26�

where lmax denotes the maximum number of Bayes factors taken
into account. The maximum cumulative Bayes factor is given by

Lt = Ht�lr� = max�Ht�k�� with 1 
 lr 
 lmax �27�

where lr is referred to as the run length. It describes the number of
preceding consecutive Bayes factors leading to a maximum cumu-
lative Bayes factor defined by Eq. �26�. It shall be pointed out that
the maximum cumulative Bayes factor has to be calculated based
on both Bayes factors H1 and H2, leading to L1 and L2. Figure 8
shows the Bayes factors H, the maximum cumulative Bayes fac-
tors L, and the run length lr for the sample data. It can be seen that
the maximum cumulative Bayes factors L exceed the given
threshold of Hmin=10 in case of changes only �t=51�, and not in
case of single outliers. It is also clearly visible that the run length
holds the information of the time when the change took place
�time of occurrence�. The given run length threshold of lmin=4
�introduced, as supposed by Pole et al. �17�� is exceeded at t
=54 �time of notification, TNO�. The time of occurrence �TOC�
calculates to t− lr+1=51. The difference between TOC and TNO
is referred to as retrospectivity of the detection.

In contrast to the notification of outliers, the notification of
changes can be triggered by two following reasons:

Fig. 5 Derivation of the Bayes factor and the ucl from the pa-
rameter h

Fig. 6 Uncertainty limit as a function of h

Fig. 7 Application of outlier detection to sample data „outliers
are marked with a square �…
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�1� The occurrence of two consecutive Bayes factors of H
�Hmin, which is equal to the occurrence of a maximum
cumulative Bayes factor of L�Hmin

2 .
�2� The simultaneous occurrence of a run length of lr� lmin and

a maximum cumulative Bayes factor of L�Hmin.

These two conditions are the key elements of the detection
logic developed. The first condition applies to changes with a
height of approximately more than three times of the residuals’
standard deviation, whereas the second one applies to changes
with heights in the range of approximately one to three times of
the residuals’ standard deviation. The flow chart of the detection
algorithm is shown in Fig. 9.

In case of a change in detection, the retrospective adjustment is
carried out by resetting the time to the time of occurrence, and by
setting the mean value of model 0 to the measurement residual at
time t, i.e., m�t�=Y�t�. Subsequently, the analysis is continued,
starting at the TOC with the adjusted model.

The application of the detection logic to sample data is shown
in Figs. 10 and 11, with change heights of ��=−3� and ��=
−1.5�, respectively.

The example shown in Fig. 10 exhibits a retrospectivity of only
one cycle, i.e., the condition L�Hmin

2 that takes hold. In contrast,
Fig. 11 shows an example where the conditions lr� lmin and L
�Hmin are fulfilled. The retrospectivity of the detection is five
cycles. It must be pointed out that the detected TOC �t=57� does
not coincide with the real TOC �t=51�. Hence, the actual retro-
spectivity of the detection is 11 cycles.

3.4 Prognosis. As the method of Bayesian forecasting pro-
vides guesses for both the value of the observed process and its
dynamics �gradient, curvature, etc.�, it is well suited to perform a
prognosis of the measurement residuals. Therefore, the k-step
forecast Eqs. �17�–�21� have to be applied. When using a second
order DLM �where only value and gradient are calculated�, the
prognosis is essentially a continuation of the gradient, calculated
at the last observed cycle. Thus, the prognosis is linear. Figure 12
shows the application of the k-step forecast equations to sample
data. The upper diagram contains the sample data � • �, the prog-
nosis ���, and its uncertainty limits �--�. The lower diagram shows
the evolution of the gradient guess value �.

It can be seen that the prognosis is carried out with a gradient
guess value of �=−0.0235, which is 17.5% lower than the actual
gradient value of �0.02. Another important finding is that the
uncertainty limit increases overtime, i.e., the longer the forecast
period, the wider the model PDF. This can be explained by the
lack of new information leading to greater uncertainty about the
process developing in the respective period. The degree of the
uncertainty limit enlargement also depends on the variances cho-
sen for the process modeling.

Based on the prognostic results, two important functions can be
derived, concerning the exceedance of given limits for the mea-

Fig. 8 Bayes factor H, maximum cumulative Bayes factor L,
and run length lr of the sample data

Fig. 9 Flow chart of the detection algorithm

Fig. 10 Application of the method to a change with a change
height of ��=−3� „retrospectivity=1…
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surement residuals, the limit PDF, and the limit cumulative distri-
bution function �CDF�. Figure 13 shows the derivation of the two
functions for sample data.

The limit PDF results by evaluating the model PDF at the limit
value overtime. If no events occur in the vicinity of the given
limit, its PDF is of the Gaussian shape. The integration over the
limit PDF yields the limit CDF, which specifies at what time and
with which probability the respective limit will be exceeded. In
order to obtain probability values in the interval of �0,1�, the in-
tegral is divided by its respective infinite integral

CDF�t� =

0

t

PDF�x�dx/

0



PDF�x�dx �28�

As it is computationally impossible to take into account an infinite
number of cycles, the infinite integral is replaced by the integral

over all the available cycles, including the forecasted cycles. This
approach is only feasible if the considered period of time is long
enough. As a rule of thumb the maximum of the limit PDF should
be exceeded by at least three times its standard deviation.

4 Statistical Evaluation of the Method
The developed method was run through an extensive test pro-

gram comprising 31,680 sample cycles.

�1� Changed heights of 16 different magnitudes have been in-
vestigate from ��=0.7� to ��=9.0�.

�2� 99 runs have been performed per changed height, where at
every run, it consisted of 20 cycles, and incorporated a
change at cycle 10 with the respective changed height.

A detailed summary of the test program, especially the values
chosen for changed height, can be found in Table 1.

The performance of the method was assessed using the follow-
ing three detection rates:

detection rate =
number of correct detections

number of existing changes
�29�

missed detection rate =
number of missed detections

number of existing changes

�30�

false detection rate =
number of incorrect detections

possible incorrect detections

�31�
The detection rates can be visualized in the matrix, as shown in
Fig. 14.

In addition to the detection rates, a detection limit is introduced,
denoting a period of time within which a detection is defined as
correct. A detection is assessed as correct if the detected time of
occurrence falls within the range of the actual time of occurrence
� the detection limit �see Fig. 15 for a visualization of this defi-
nition�. It has to be pointed out that using the above definition, a
detection can be assessed as correct even if its detected TOC is
earlier than its actual TOC. This especially applies for events with
changed heights �3�, i.e., when measurement uncertainty can
affect the detected TOC.

It shall be clearly stated that using the above definition of the
detection limit, a detection is assessed as a false detection if the

Fig. 11 Application of the method to a change with a change
height of ��=−1.5� „retrospectivity=5…

Fig. 12 Prognosis example with constant gradient

Fig. 13 Derivation of the limit PDF and the limit CDF

Table 1 Details of the evaluation test program

Parameter Values Number

����� 0.7, 0.8, 0.9, 1.0, 1.1, 1.2, 1.5, 2.0,2.5, 3.0,
4.0, 5.0, 6.0, 7.0, 8.0, 9.0

16

Runs 20 cycles with a step change at cycle 10 and the
respective height �����

99

Total runs 99 runs times 16 change heights 1,584
Total cycles 1584 runs times 20 cycles 31,680

Fig. 14 Definition of the different detection rates
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calculated TOC lies outside the defined period of correct detec-
tions �see Fig. 15�. This definition leads to two effects, which shall
be clarified at this point.

�1� The false detection rate varies with the changed height.
�2� The false detection rate is inflated, compared with other

definitions, not taking into account this effect.

Although the used false detection rate definition differs from
the ones used by other researchers in the field, it was chosen as
detecting a change; as soon as possible is deemed crucial for
engine diagnostic systems. A change that is detected too late is not
of much value, and can even result in a hazardous engine failure.
Therefore, the detection limit has been introduced to define a mea-
sure of time within which a change has to be found to be assessed
as correct detection.

The data sets used for the statistical assessment of the method
comprise a variation of the changed height between 0.7� and 5�;
a variation of the detection limit in the range of �0,1,2,3� and three
different values for the shift parameter h, which are shown in
Table 2.

The variation in the shift parameter h leads to a variation in the
ucl. Among the definition of ucl in terms of multiples of the stan-
dard deviation, it can also be interpreted as the percentage of the
measurement residuals that fall within the range �−ucl,+ucl�. This
value can be calculated by the integration of the model 0 PDF
over the aforementioned range. The resulting ucl values �both the
multiples of �, as well as the percentage values� are given in Table
2.

Figures 16 and 17 show the detection rate and the false detec-
tion rate, respectively. Both rates are plotted as functions of
changed height and uncertainty limit for a detection limit of three
cycles.

It can be derived from Fig. 16 that a detection rate of 100% is
achieved for changed heights as small as 2�, if the uncertainty

limit is set to 97%. On the other hand, Fig. 17 shows that this is
gained by a false detection rate as high as 2%. Another finding,
based on Fig. 16 and Fig. 17, is that the method is able to reliably
detect changes down to a changed height of 1.5� to 2�, and that
the false detection rate has a maximum for changed heights be-
tween 2� and 2.5�. Increasing the uncertainty limit decreases
both detection rate and false detection rate. An optimum must be
chosen between a high detection rate and a low false detection
rate. The definition of this optimum should consider a weighting
of the two rates, especially the false detection rate that should be
weighted with respect to the detected changed height. Further-
more, in application, the choice of the uncertainty limit will de-
pend on the individual characteristics of the observed process.

5 Conclusions
A similar detection logic could have been developed based on

other methods as well, but the method of Bayesian forecasting
applied to DLMs provided several advantages over other methods
of which the most important one is its statistical nature. The use of
probability density functions enables the calculation of uncer-
tainty limits, and therefore, the design of a statistics based detec-
tion logic.

5.1 Key Abilities of the Method. The developed method
holds the following benefits compared with detection algorithms
that are currently in use.

�1� The conflictive requirements of a high degree of smooth-
ing, and a quick reaction to changes are fulfilled in parallel
by the special detection logic.

�2� The dynamics of the process is modeled by DLMs, where
the order can be adjusted to satisfy the prognostic needs
�linear, quadratic, etc.�.

�3� Due to the statistical nature of the method, uncertainty lim-
its can be given for the prognosis. Furthermore, limit PDFs
and limit CDFs can be calculated.

�4� By combining two different detection conditions, the
method is able to reliably detect changes with a changed
height of less than 3�, but also to react to detections with
larger changed heights with a delay of only 1 cycle.

5.2 Implementation of the Method. The developed method
was incorporated into a gas turbine monitoring software, which
was also developed by the leading author. In addition to the de-
tection algorithm described in this paper, this software comprises
diagnostic algorithms for the assessment of both single events and
gradual degradation on a component level. Details of the algo-
rithm used for single event diagnosis can be found in Ref. �15�.
The diagnostic software also contains a simple observability
analysis of the instrumentation, which is based on the calculation
of the system’s condition number �21�. The software will be used
at the Institute of Aircraft Propulsion Systems for future monitor-
ing work.

Fig. 15 Definition of a correct detection using the detection
limit parameter

Table 2 Variation in shift parameter h in the data sets and de-
pending values for ucl

h
���

ucl
���

ucl
�%�

2.493 2.170 97
3.225 2.326 98
4.0 2.576 99

Fig. 16 Detection rate as functions of change height and un-
certainty limit „detection limit=3…

Fig. 17 False detection rate as functions of change height and
uncertainty limit „detection limit=3…
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5.3 Future Work. A comparison between the developed
method and other state-of-the-art detection algorithms, especially
linear and nonlinear filter techniques, is the topic of the current
work. First results show that the method outperforms linear filter
techniques by far, but at this stage, no statement can be given with
regard to nonlinear filter algorithms.

A statistical evaluation of the performance abilities of the
method �similar to the statistical evaluation of the detection abili-
ties presented in Sec. 4� would also be very beneficial. Figure 12
indicates that the method slightly overestimates the gradient. But
as Fig. 12 represents only one specific example, and the estima-
tion accuracy depends on many factors, e.g., the type of the gra-
dient �constant or changing�, the value of the gradient, the forecast
horizon, and the time between the gradient has started, and the
time the forecast is calculated, a statistical evaluation of many test
cases should be performed, taking into account the variation in all
relevant parameters.

Another very important investigation would be the comparison
of the developed method against field data. Unfortunately, no such
data is available at present, but the method will be applied to
real-world data as soon as respective data becomes available to
the authors.

In terms of improving the developed detection algorithm, a
logic for the interaction of detections of multiple measurements
could be implemented. At present, every measurement is run
through the detection algorithm separately, and a detection flag is
set if a change is detected in one of the parameters. One simple
possibility of an enhanced logic would be to set a detection flag,
only if a certain percentage of the observed parameters show a
detection within a defined period of time.
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Nomenclature
DLM � equation parameters

� � system vector comprising � and �
Y � measurement residual
� � process value estimation

�� � process changed height
� � process gradient estimation

F, G � system specific matrices
V, W � variance matrices

�1, �2 � process value/gradient variance
� � measurement residual variance

Bayesian Equation Parameters
� � standard deviation
h � shift parameter

ucl � uncertainty limit
m, a, f � mean values

C, R, Q � variance matrices
A � matrix for predictor correction
H � Bayes factor
L � maximum cumulative Bayes factor
lr � run length

lmin � run length threshold
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Mapping the Density Fluctuations
in a Pulsed Air-Methane Flame
Using Laser-Vibrometry
Laser vibrometry (LV) is originally a laser-based, line-of-sight measurement technique
dedicated to the analysis of surface vibrations. It was lately adapted at TU Graz for
monitoring the stability of an air-methane flame (Giuliani, et al., 2006, ASME Turbo
Expo, ASME Paper No. GT2006-90413). This paper reports on the mapping of density
fluctuations measured with LV in a premixed air-methane flame (free jet; swirl stabilized)
with a forced flow modulation (quarter-wave resonator; amplification with a siren). In
order to correlate the density fluctuations with the jet aerodynamics and turbulent flame
shape, stereoscopic particle image velocimetry and high-speed schlieren visualizations
were used. This paper addresses issues regarding the estimate of density fluctuations, the
transform from line-of-sight to local measurement with tomographic methods, and the
potential of the method for detailed description of thermoacoustic couplings. One em-
phasized application of LV is its ability to perform precise and low-cost benchmark
stability tests on a combustor during the design phase (time-resolved measurement, high
frequency and phase resolution on the 5 Hz–20 kHz range with the present equipment and
settings, near-constant spectral sensitivity over a large bandwidth, and no seeding re-
quired; measurement possible over the whole combustion volume).
�DOI: 10.1115/1.3159373�

1 Introduction
The well-known industrial problem that motivates this work is

the limitation on performance of power and propulsion gas tur-
bines due to the presence of combustion instabilities. These are
detrimental—if not critical—for the system operability and integ-
rity. The common research effort focuses on the development of
control strategies and design guidelines toward a combustor en-
suring stable combustion, with extended operation range in the
lean combustion region for environmental issues. The develop-
ment of ad hoc combustion stability monitoring techniques, dedi-
cated to be implemented in an active control loop �1�, is an issue
of great importance.

The present work is a proof of concept of a measurement tech-
nique based on laser interferometry, designed to observe density
fluctuations and able to monitor in real time the stability of con-
tinuous combustion processes. This technique, laser vibrometry
�LV�, represents a convenient alternative to the Rayleigh scatter-
ing method �2–4� since it offers a large spectral sensitivity that fits
the frequency bandwidth where thermoacoustic couplings usually
take place �e.g., 5 Hz–20 kHz for this application�. This is a new
application of this instrument, which was originally dedicated to
surface vibration analysis �5�, and that was also shown to detect
coherent turbulence in a turbine flow �6,7�.

While most wall-mounted sensing techniques such as fast pres-
sure sensors placed in the diffuser or connected to the flame tube
may suffer from side-effect disturbances �e.g., cooling jet noises�,
line-of-sight measurement techniques have the possibility to de-
tect combustion instabilities at the very core of the flame, by
aiming, for instance, through cooling holes so that sensitive parts
are not directly exposed to the flame. LV offers the ability not only
to detect density fluctuations over a wide spectral range but also to

measure precisely their amplitude and phase. This property is es-
sential for combustion stability control purposes. LV allows also
the establishment of detailed density fluctuation maps with the
help of a reconstruction technique described in this paper.

The physical quantity of interest is the local and temporal den-
sity fluctuation �� of the fresh mixture, as well as of the burnt
gases. �� is coupled to both pressure fluctuations p� and heat
release fluctuations q�. As far as the Rayleigh criterion is con-
cerned �8�, a strong amplification of �� is a potential marker for
instability detection.

In the present experiment, a premixed methane-air burner is
placed at the end of a quarter-wave resonator, so that the flame
resonant modes are known. A siren amplifies these modes and
enhances the injector’s jet dynamics, so that a vortex-driven com-
bustion instability �9� is produced. As a result of this study, a
strong correlation between the density fluctuation maps, the flame
dynamics, and the jet aerodynamics is established.

The real-time analysis of �� is performed by a set of two laser
vibrometers �see Ref. �10��. The method for the phase-averaged ��
mapping is described. LV can perform a refined description of
flame-vortex interaction in time and space, outside and inside the
flame, and offers the advantage of an easy setup and simple use.
In order to support these observations, high-speed schlieren visu-
alizations and stereoscopic particle image velocimetry �PIV� mea-
surements are presented. LV measurements are highly sensitive
and nonintrusive. Embedding this sensing technique in gas tur-
bines is a work in progress, since much research and development
is required regarding the sensor’s optics and drift compensation in
the presence of aggressive flow conditions and vibrations. Even-
tually state-of-the-art LV is recommended as a burner test bench
method for combustion stability analysis.

2 Setup and Operation
The atmospheric single-burner sector that was fully engineered

at TU Graz �see Ref. �10� for more details� allows the analysis of
a premixed air-methane flame under controlled inlet pulsed flow
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conditions. In this study, the burner power was set to 23.5 kW. All
operation and configuration parameters of importance are reported
in Table 1.

2.1 Premixed Air-Methane Burner. The injection module
combines a Venturi nozzle to accelerate the flow with an axial
swirler to swirl stabilize the flame, keeping the flame front away
from the front plate and preventing flashback. Premixing takes
place in the supply pipe �Fig. 1, a sketch of the injector is also
visible in Fig. 7�. Axial instead of radial swirler blades were cho-
sen so that the injector can be considered as acoustically neutral
�where pulsation damping and/or phase shift can be neglected
over the frequency range of interest� at the cost of a relatively low
swirl number �S=0.8, with S as defined by Beér and Chigier �11�,
where the pressure term is neglected�.

2.2 Resonator and Siren. The burner is mounted at the end
of an ensemble siren and quarter-wave resonator. The siren modu-
lates the air mass flow rate �Fig. 2�, and was provided to us by
ONERA �Centre de Toulouse, France� �12�. The 3.08 m long pipe
that follows is used as a quarter-wave resonator �closed-open reso-
nator with a critical nozzle upstream, and an opened-end condition
downstream�, see Fig. 1. It enhances the fundamental mode 25 Hz

and all of its odd multiples �75 Hz, 125 Hz, 175 Hz, etc.�. The
siren amplifies these significant resonant modes �up to 120 dB
sound pressure level �SPL� �13�� to achieve pressure fluctuation

Table 1 Configuration and operating conditions

Configuration

Resonator length 3.08 m
Amplified modes 25+N�50 Hz, N= �1,2 ,3 , . . .�
Axial swirl angle 45 deg
Number of blades 3
Venturi ratio 2/5

Operating conditions

P and Tinlet Room conditions, 1 bar, 300 K
Air feed 10 g/s
Methane feed 0.47 g/s
Equivalence ratio �=0.8
Axial inlet velocity Umean=12.6 m /s
Injector pressure loss �Pinj=240 Pa
Swirl number S 0.8
Siren excitation range 110–120 dB SPL
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Fig. 1 Test rig. Top: ensemble siren, resonator and burner. Middle: measurements
performed on the free-jet flame per specific technique. Bottom: flame aspect during
the PIV measurements.
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levels, comparable with those of a real thermoacoustic coupling.
The methane nozzle �placed 0.6 m upstream the front plate� and
the injector itself are assumed to be acoustically transparent.

2.3 Operating Conditions and Flame Aspect. The reactant
mixture is set in the upper lean range ��=0.8� to avoid flame
blowout because of the pulsation. The fresh gases are perfectly
premixed.

The flame pattern in the near injection zone is visible in Fig. 1,
bottom. This picture was taken during the PIV measurements,
using a seeding that burns. On the flame picture, the blue flame
core is visible, surrounded by the tracer. In free-jet mode, the
flame attaches to the tip of the injector, where ambient air is
aspired and entrained. After that, the fresh injected mixture ig-
nites, and the flame expands along a cone, surrounding the central
recirculation zone generated by the swirler �the cone mean solid
angle is 30 deg�. The presence of the tracer downstream the flame
marks the internal recirculation breakdown zone, where the highly
turbulent flame ends.

3 Measurement Techniques

3.1 LV. The principle of LV is shown in Fig. 3, top. A laser
interference pattern between a reference beam and an object beam
�reflecting on the studied surface� is analyzed. If the surface
moves, the path difference between the two beams changes, and

so does the interference. In order to detect motion amplitudes
greater than the laser wavelength, and to distinguish a forward
from a rearward movement, a Bragg cell is used to slightly shift
the wavelength of the reference beam. A stationary surface is then
represented by a fixed frequency corresponding to the modulated
interference. Any surface motion will provoke a Doppler effect on
this carrier wave. A frequency demodulation allows to derive the
vibration frequency and the motion amplitude of the object
surface.

Mayrhofer and Woisetschläger �6� used a variant of this tech-
nique for density fluctuation analysis of ambient air, keeping the
geometrical path constant �the object surface is a stationary mir-
ror� so that mainly density fluctuations alter the optical path, ad-
vancing �negative gradient� or retreating �positive gradient� the
phase front of light. As a result, LV can detect the presence of
passing-by coherent structures. The relationship between LV sig-
nal voltage u� and density fluctuation �� is derived from Refs.
�6,7� as follows:

uf� =
G

k �−L/2

L/2
�� f�

�t
dz �1�

where G is the Gladstone–Dale factor, related to the refraction
index of the medium �G=2.5 10−4 m3 /kg�3% for air-CH4 mix-
ture over an equivalence ratio interval varying from 0.4 to 1, as
well as for the resulting burnt gases, computed after the method of
Gardiner et al. �14��. k is an instrument gain factor, and L is the
penetration length of the laser through the medium where the
density fluctuates. Subscript f means phase averaged at a fixed
frequency, so that uf� and � f� correspond to the narrowly band-
passed signals—or phase averaged signals—of the time signals
u��t� and ���t� at frequency f .

The benefit of using LV is that this instrument was designed to
offer a nearly-constant spectral sensitivity over a large bandwidth
�5�. While most time-resolved techniques such as Rayleigh scat-
tering have a typical 1 / f spectral response, LV offers a quasi-
constant sensitivity since its output voltage is physically related to
the time derivative of the density fluctuation, and not to the den-
sity fluctuation itself �see the two types of responses on Fig. 4�.
The Fourier transform of a time-derivative function is equal to the
Fourier transform of the function, times the frequency:
F��d���t�� /dt�= i�F����t��. The signal-to-noise ratio remains high
over a large bandwidth, and the phase measurement, precise.

Fig. 2 ONERA siren, where a sonic jet sheared by a cogged
wheel rotating at controlled velocity sets an air flow modulation
at the desired frequency †12‡

Fig. 3 Principle of laser vibrometry and dual-LV arrangement

0 2000 4000 6000 8000 10000

10
−3

10
−2

10
−1

Frequency (Hz)

R
M

S
S

en
so

r
(V

)

Comparison Vibrometry − "classical interferometry"

u=f(∂ρ/∂ t)
u=f(ρ)

540 Hz
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Therefore, LV can report qualitatively on density fluctuation using
fixed instrument settings, since no extra gain compensation is re-
quired as a function of the observed frequency.

Two vibrometer models, Polytech OVD 353 with an OFV-3001
controller �Polytec, Waldbrunn, Germany�, were used. One instru-
ment provided a fixed-point reference measurement, while the
second one scanned through the flame over a predefined grid �see
Fig. 3, bottom, for LV arrangement and Fig. 1, bottom, for the
specific measurement grid�.

The determination of the phase-defined uf� signal at frequency f
based on the correlation between the scanning LV time signal and
the reference LV time signal recorded simultaneously is described
in Ref. �10� for a naturally resonant flame. When forced pulsation
is studied, the reference signal is a transistor-transistor logic
�TTL� emitted by the siren. This allows to perform phase averag-
ing �Fig. 5�. Using MATLAB user-defined postprocessing routines,
the time signal is resampled over single pulsation periods, marked
by an upward front from the TTL signal �Fig. 5, top�. All sub-
samples are averaged, resulting in a single phase-defined period uf�
�Fig. 5, bottom�.

Once uf� is determined, the relative density fluctuation � f� is
derived from Eq. �1� as

� fLS� �t + d�� � �LS� �t� +
k

GL
uf��t + d��d� �2�

with end condition �̄ fLS� =0, where LS means integrated over the
line-of-sight depth L. In the following, the factor term k /GL is
assumed to be constant.

The mapping method consists of reorganizing all phase-defined
quantities as a function of their coordinates �Fig. 6�a��, sorted with
an increasing phase angle over one pulsation period. A smoothing
interpolation �MATLAB v4� is used on the uf� grid to provide a
voltage map �Fig. 6�b��. The � f� map computed with Eq. �2� is
represented in Fig. 6�c�. Finally, due to the nearly axial symmetri-
cal geometry of the jet, an Abel transform is possible, in order to
retrieve the local density fluctuation ��. One can derive a quanti-
tative measurement of ��, provided that the integration path L was
measured precisely. Although the Abel inversion generates its ma-
jor uncertainty on the centerline �this underlines the lack of axial
symmetry of the jet due to the injector design�, it also positions
the observed structures more precisely at the jet periphery than the
integral measurement does �Fig. 6�d�, where the Abel transform
was performed on the two half planes of the jet�.

In order to demonstrate the capacity of LV to perform a refined
analysis of the flame dynamics, supporting techniques such as
high-speed schlieren visualization and phase-averaged PIV were
applied. The setup for the schlieren technique with high-speed
camera is described in Ref. �10�.

3.2 Stereoscopic PIV. PIV �15� measures the velocity flow
field in a plane, illuminated by two consecutive laser pulses. In
order to measure quantities such as the swirl number S, the mea-
surement of the tangential velocity, or out-of-plane component is
required. Stereo-PIV requires two cameras shifted from a given
angle �45 deg in our case� that focus on the same measurement
plane �Fig. 7�, and perform simultaneously a PIV measurement.
The third velocity component is derived from the analysis of the
astigmatism between the two cameras. The laboratory’s PIV sys-
tem consists of a double-cavity Nd:YAG-laser �from New Wave
Gemini, Sunnyvale, CA, 532 nm—green light, 120 mJ per pulse,
pulse duration 3–5 ns, 15 Hz�, two camera models: Dantec 80C60
HiSense �1280�1024 pixels, 12 bit grayscale�, and a PIV pro-
cessor model: Dantec FLOWMAP 1500 �Dantec Dynamics, Skov-
lunde, Denmark�. The raw images are processed with the Dantec
FLOWMANAGER PIV-software �v4.60.28�. The field of view com-
mon to both cameras covers 75�60 mm2 �Fig. 7�. To generate
vector plots out of the double images, interrogation areas of the
size of 32�32 pixels, with a window overlap of 50% in both
horizontal and vertical directions, were used.

The air flow is seeded with an aerosol of di-ethyl-hexyl-sebacat
�DEHS� �specific particle size 0.7–1 �m� particles. This seeding
was used for both isothermal jet characterization and for flame
dynamics description �Fig. 1�, focusing on the peripheral coherent
structures and on the flame boundaries where the particles burn.
The mass flow of injected DEHS is small, compared with the
methane mass flow �mass ratio less than 1%�, thus, its effect on
combustion can be neglected.

The phase-averaging technique used for time-triggered mea-
surements such as PIV is similar to the one described in Ref. �12�.
Concerning the identification of vortices on the PIV velocity
maps, the criterion called second invariant or 	2 from Jeong and
Hussain �16� was used to sort out the multiple shear layers from
the turbulent flow. To reduce the measurement uncertainty to less
than 5%, a minimum of 200 phase-locked recordings with the
stereo-PIV setup are required per measurement.
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age uf�, and resulting �f� computed after Eq. „2….
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4 Results

4.1 Recurrent “Mushroom-Shaped” Flame. The shape
modulation of a flame, governed by a vortex-driven instability, is

reproduced with the help of the ensemble siren and resonator pipe.
The flame is attached forming a “tube” at the tip of the injector
�Fig. 8�. After that, a mushroom-shaped pattern appears around
this tube, with the development of a 2D axisymmetric Kelvin–
Helmholtz instability. This structure is advected by the flow, while
the flame rolls up and closes on itself, and the next instability
appears near the front plate. This process repeats in a recursive
way. The siren excitation frequency drives the mixing layer insta-
bility.

4.2 Detailed Jet Aerodynamics. The pulsed jet dynamics
�Fig. 9� are first analyzed in isothermal conditions, with the help
of phase-averaged PIV measurements. On these vector plots, the
superimposed contours correspond to the presence of vortical
structures identified with the 	2 criterion. What is remarkable
here is the detachment of ring vortices surrounding the jet. These
are generated by the mass flow modulation at the injector outlet.
They develop at the burner front plate, detach when the injection
velocity Uinj reaches its maximum �second plot of the sequence, at

=2� /3�, and are transported by the flow. In the meantime, the
internal recirculation zone performs a back-and-forth motion. This
global dynamic has been previously observed by Giuliani et al.
�12� on an air-blast injector excited by the same siren. The advec-
tion velocity of these structures is usually about half of the injec-
tion velocity Umean at isothermal conditions �17�. This fact was
also observed during the present experiments.

The same experiment with flame is shown in Fig. 10. Due to the
burning of the seeding, the valid velocity measurements take place
in the flame periphery. The velocity vectors placed along the flame
expansion cone indicate a redundant bottleneck shape, at the
shoulder of which, a pair of clockwise �line contours on the vor-
ticity maps, unit is 2� rad /s� and anticlockwise �filled contours�
ring vortices are evolving—one situated upstream outside the jet
envelope, following one situated downstream inside the jet enve-
lope. By comparison with the schlieren visualization from Fig. 8,
the flame front is sandwiched between the vortex pair and rolls up
around the outer vortex. These vortices seem to act like “roller
bearings” placed around the flame instability.

Applying the process of Fig. 6, one derives with LV not only
the �� phase-defined values, but also the turbulent flame front
dynamics �Fig. 11�. The description of the mushroomlike roll-up
motion is remarkable and observable within the depth of the
flame, where both schlieren and DEHS-seeded PIV techniques are
unable to show. The highest 	��	 values are achieved in the flame
cone. When setting a constant flame depth L=100 mm, the esti-
mated density fluctuation measurements are consistent with the
ones found in the literature �2–4�. For similar turbulent flames
�premixed air methane and atmospheric pressure�, the greatest or-
der of magnitude for �� is 0.1 kg /m3. The zone where the
mushroom-shaped flame appears consists of a negative density
fluctuation �line contours on the plots�, due to the local sudden
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Fig. 6 Fluctuating density mapping process. The measure-
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Fig. 7 Stereo-PIV arrangement and measurement plane
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heat release. This zone is pushed forward by the incoming of a
positive density fluctuation zone �filled contours� that coincides in
time and space with the outer vortex ring from Fig. 10. The nega-
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Fig. 9 Pulsed jet description at isothermal conditions. The
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tive �� zone expands around the positive �� zone �roll-up and
closing of the flame�, while the positive density zone drops in
intensity. The further down the flame, the more the fluctuations
are damped or dissolved. Nevertheless they remain visible up to
the end of the measurement area.
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Fig. 11 Density fluctuation maps covering one pulsation
cycle, based on phase-averaged LV signals, performed on a
pulsed flame „free jet, 175 Hz…. Relative density fluctuation
�fLS� „d�… „line-of-sight, computed with Eq. „2……. Filled contours:
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5 Discussion
LV performs the fast recognition of resonant modes in a turbu-

lent flame due to its high sensitivity, as well as it can map the
density fluctuations in line-of-sight �Abel transform allowed if the
jet geometry permits it�. This method is lightweight in terms of
instrumentation and data quantity, and also relatively low cost. It
is nonintrusive, requires no seeding, and is extremely sensitive.
The line-of-sight measurement provides information on the very
core of the flame, and not just a side information as any surface
sensor would do. Therefore, a single LV can deliver a proper
reference signal for time-triggered instruments. LV provides infor-
mation with a satisfactory signal-to-noise ratio from naturally
resonant flames, as observed on measurements performed without
activating the siren, in free-jet and enclosed jet configurations.

Current investigations at TU Graz focused on the quantification
aspects, based on a precise measurement of the flame depth L, as
well as a detailed analysis of the flame-vortex interaction. In the
near future, an industrial natural gas burner, as well as a LPP
module �premixed air-kerosene mixture�, shall be tested with LV.
From the fundamental research point of view, real time determi-
nation of the local Rayleigh criterion is also an important issue.

6 Conclusion
A proof of concept on the ability of LV to perform advanced

turbulent combustion analysis was presented. The test case was a
resonant air-methane premixed flame, where the aerodynamics
and flame dynamics are known and described. The capacity of LV
was established to detect the main modes of resonant flame dy-
namics, to determine the density fluctuations ��, and to plot in
time and space the dynamics of the instability. The potential and
relative simplicity of this technique for flame coherent turbulence
analysis are emphasized. State-of-the-art LV is recommended as a
test bench method at ambient conditions for stability qualification
of natural gas burners.
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Nomenclature

Main Scripts
f � frequency�Hz�

F � Fourier transform
G � Gladstone constant �m3 /kg�
k � LV processor gain factor �mm V/s�
L � penetration length of the laser through the me-

dium where the density fluctuates �m�
Ṁ � mass flow rate �kg/s�
S � swirl number

T � temperature �K�
t � time �s�

P � pressure �bars or Pa�
U � axial velocity component �m/s�
u� � output voltage signal of the LV �V�

X ,Y ,Z � Cartesian coordinates, as defined in Fig. 7 �m�
� � variation

	2 � second invariant criterion for vortex
identification

� � equivalence ratio

 � phase angle �rad�
�� � density fluctuation �kg /m3�
� � oscillation period �s�

Subscripts
f � at frequency f

mean � averaged at the burner outlet
inj � at injector level
LS � line-of-sight

� � fluctuating �periodic� quantity

References
�1� Dowling, A., and Morgans, A., 2005, “Feedback Control of Combustion Os-

cillations,” Annu. Rev. Fluid Mech., 37, pp. 151–182.
�2� Gouldin, F. C., and Dandekar, K. V., 1984, “Time-Resolved Density Measure-

ments in Premixed Turbulent Flames,” AIAA J., 22�5�, pp. 655–663.
�3� Bill, R. G. J., 1985, “Flame Structures in the Near Wake of Circular Cylin-

ders,” AIAA J., 23�12�, pp. 1872–1876.
�4� Namazian, M., Shepherd, I., and Talbot, L., 1986, “Characterisation of the

Density Fluctuations in Turbulent V-Shaped Premixed Flames,” Combust.
Flame, 64, pp. 299–308.

�5� Lewin, A., 1999, “Compact Laser Vibrometer for Industrial and Medical Ap-
plications,” Proc. SPIE, E. P. Tomasini, ed., 3411, pp. 61–67.

�6� Mayrhofer, N., and Woisetschläger, J., 2001, “Frequency Analysis of Turbu-
lent Compressible Flows by Laser Vibrometry,” Exp. Fluids, 31, pp. 153–161.

�7� Hampel, B., and Woisetschläger, J., 2006, “Frequency and Space Resolved
Measurement of Local Density Fluctuations in Air by Laser Vibrometry,”
Meas. Sci. Technol., 17, pp. 2835–2843.

�8� Putnam, A., and Dennis, W., 1953, “A Study of Burner Oscillations of the
Organ-Pipe Type,” Trans. ASME, 75, pp. 15–28.

�9� Yu, K. H., Trouve, A., and Daily, J. W., 1991, “Low-Frequency Pressure
Oscillations in a Model Ramjet Combustor,” J. Fluid Mech., 232, pp. 47–72.

�10� Giuliani, F., Wagner, B., Woisetschläger, J., and Heitmeir, F., 2006, “Laser
Vibrometry for Real-Time Combustion Stability Diagnostic,” ASME Paper
No. GT2006-90413.

�11� Beér, J., and Chigier, N., 1972, Combustion Aerodynamics, Applied Science,
London, UK, pp. 100–146.

�12� Giuliani, F., Gajan, P., Diers, O., and Ledoux, M., 2002, “Influence of Pulsed
Entries on a Spray Generated by an Air-Blast Injection Device—An Experi-
mental Analysis on Combustion Instability Processes in Aeroengines,” Proc.
Combust. Inst., 29, pp. 91–98.

�13� Giuliani, F., Schricker, A., Lang, A., Leitgeb, T., and Heitmeir, F., 2007,
“High-Temperature Resistant Pressure Transducer for Monitoring of Gas Tur-
bine Combustion Stability,” Proceedings of the 18th ISABE Conference, Inter-
national Symposium on Air Breathing Engines, Beijing, China, Paper No.
ISABE-2007-1111.

�14� Gardiner, Jr., W. C., Hidaka, Y., and Tanzawa, T., 1981, “Refractivity of Com-
bustion Gases,” Combust. Flame, 40, pp. 213–219.

�15� von Karman Institute, 1994, Measurement Techniques in Fluid Dynamics—An
Introduction �Lecture Series of the von Karman Institute�, Rhode-St-Genèse,
VKI LS 1994-01.

�16� Jeong, J., and Hussain, F., 1995, “On the Identification of a Vortex,” J. Fluid
Mech., 285, pp. 69–94.

�17� Panda, J., and McLaughlin, K., 1990, “Experiments on the Instabilities in a
Free Swirling Jet,” Proceedings of the 28th Aerospace Sciences Meeting,
AIAA Paper No. 1990-0506.

031603-8 / Vol. 132, MARCH 2010 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.96. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Gang Xu
Beijing Key Laboratory of Energy Safety and

Clean Utilization,
Key Laboratory of Condition Monitoring and

Control for Power Plant Equipment of Ministry of
Education,

School of Energy and Power Engineering,
North China Electric Power University,

Beijing 102206, China

HongGuang Jin
Institute of Engineering Thermophysics,

Chinese Academy of Sciences,
Beijing 100080, China

e-mail: hgjin@mail.etp.ac.cn

YongPing Yang

Liqiang Duan

Beijing Key Laboratory of Energy Safety and
Clean Utilization,

Key Laboratory of Condition Monitoring and
Control for Power Plant Equipment of Ministry of

Education,
School of Energy and Power Engineering,

North China Electric Power University,
Beijing 102206, China

Wei Han

Lin Gao

Institute of Engineering Thermophysics,
Chinese Academy of Sciences,

Beijing 100080, China

A Novel Coal-Based Hydrogen
Production System With Low CO2
Emissions
In this paper, we have proposed a novel coal-based hydrogen production system with low
CO2 emission. In this novel system, a pressure swing adsorption H2 production process
and a CO2 cryogenic capture process are well integrated to gain comprehensive perfor-
mance. In particular, through sequential connection between the pressure swing absorp-
tion (PSA) H2 production process and the CO2 capture unit, the CO2 concentration of
PSA purge gas that enters the CO2 capture unit can reach as high as 70%, which results
in as much as 90% of CO2 to be separated from mixed gas as liquid at a temperature of
�55°C. This will reduce the quantity and quality of cold energy required for cryogenic
separation method, and the solidification of CO2 is avoided. The adoption of cryogenic
energy to capture CO2 enables direct production of liquid CO2 at low pressure and
thereby saves a lot of compression energy. Besides, partial recycle of the tail gas from
CO2 recovery unit to PSA inlet can help enhance the amount of hydrogen product and
lower the energy consumption for H2 production. As a result, the energy consumption for
the new system’s hydrogen production is only 196.8 GJ / tH2 with 94% of CO2 captured,
which is 9.2% lower than that of the coal-based hydrogen production system with Selexol
CO2 removal process and is only 2.6% more than that of the coal-based hydrogen pro-
duction system without CO2 recovery. More so, the energy consumption of CO2 recovery
is expected to be reduced by 20–60% compared with that of traditional CO2 separation
processes. Further analysis on the novel system indicates that synergetic integration of
the H2 production process and cryogenic CO2 recovery unit, along with the synthetic
utilization of energy, plays a significant role in lowering energy penalty for CO2 separa-
tion and liquefaction. The promising results obtained here provide a new approach for
CO2 removal with low energy penalty. �DOI: 10.1115/1.3159369�

1 Introduction
The increasing concern on global warming makes the CO2 con-

trol technology urgent in recent years �1�. CO2 capture and storage
�CCS� is a technically feasible method of making deep reductions
in carbon dioxide emissions from fossil energy utilization sys-
tems. At present, there are three basic technologies for capturing
CO2 from energy systems: postcombustion capture, oxy-fuel com-
bustion capture, and precombustion capture �1�. For postcombus-
tion capture, the CO2 is separated from flue gases. Since the CO2
in flue gases was diluted by nitrogen and other gases, its concen-
tration is always less than 21%. However, the resulting amount of
gases to be dealt with is rather large along with extremely high
energy penalty for removing CO2. Generally speaking, employing
this technology, the efficiency of the power generation system
with CCS will drop 9–15% points �2–5�. In oxy-fuel combustion
capture, nearly pure oxygen is used for combustion instead of air.
The result would show that the products of oxy-fuel combustion
are mainly CO2 and H2O, from which CO2 can be separated con-
veniently through condensation. However, in order to acquire pure

oxygen, a significant amount of energy will be consumed by the
air separation unit �ASU�. As a whole, the efficiency of the CO2
abatement system using this technology will drop 8–12% points
�4–7�. In precombustion capture, fossil fuels are first converted to
fuel gases, which are mainly CO2 and H2, through coal gasifica-
tion �or NG reforming� and shift reaction. After that, CO2 is sepa-
rated through absorption or membrane separation process, result-
ing in a hydrogen-rich fuel, which can be sent to the combustion
chamber of the power generation unit. For precombustion capture
technology, the energy consumption for CO2 capture is relatively
lower resulting from CO2 separation before combustion instead of
being diluted by N2. The efficiency of the CO2 capture system
adopting this technology will drop 5–8% points �7–10�. Obvi-
ously, most energy systems have an overall thermal efficiency
penalty with nearly 5–15% points for CO2 capture. Thus, how to
reduce the efficiency penalty is of importance for the future re-
search and development of technologies for CO2 capture, which is
addressed in this paper.

Most efforts for capturing CO2 from an energy system are fo-
cused on system integration and CO2 separation process. For sys-
tem integration, the major efforts are to integrate the CO2 capture
process with the whole energy system so that the energy used for
CO2 capture can be best supplied by suitable chemical or thermal
energy within the system. Jin et al. �11� proposed the integration
principles for energy systems with CO2 control including cascade
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utilization of both chemical energy and thermal energy, step-by-
step conversion of effective components and integration of energy
utilization, and pollutant control. Chiesa et al. �9� proposed a se-
ries of hydrogen-electricity polygeneration systems with CO2 cap-
ture and made comparative analysis of these systems. Besides,
various clean fuel �such as hydrogen, methanol, and dimethyl
ether �DME�� production systems with CCS were proposed in
recent years, including methanol-electricity polygeneration system
with CO2 capture �12�, multifunctional energy system with CO2
removal �13�, and coal-based DME production system with CO2
capture �14�. These efforts conclude that the CO2 capture process
should be integrated with the energy conversion system, which
has been proved to be effective in the study of clean fuel produc-
tion systems with CO2 capture.

As for the CO2 separation process, chemical and physical ab-
sorption have attracted most attentions. The chemical absorption
�e.g., amine and hot K2CO3 aqueous solution� is suitable for re-
moving CO2 at low concentrations, therefore, it is widely used in
flue gas treatment �2–5�. For the physical absorption �e.g., Selexol
solvent�, since it has good absorption property at high pressure
from the viewpoint of energy consumption, it is favorable for
removal of CO2 before combustion �7–10�. Recently, with the
development of CCS technologies, other CO2 separation methods,
such as the cryogenic separation of CO2, are attracting more and
more attention. Several authors have conducted the studies of re-
covery of CO2 by cold energy. Staicovici �15� proposed a zero
CO2 emission power plant, called “COOLENERG,” which uses
advanced absorption refrigeration to capture CO2. Deng et al. �16�
proposed a novel gas turbine �GT� cycle with integration of CO2
recovery and liquefied natural gas �LNG� cryogenic exergy utili-
zation. Zhang and Lior �17� were devoted to the research of LNG
fueled quasicombined power plant with a supercritical CO2
Rankine-like cycle and a CO2 Brayton cycle. Wang et al. �18�
proposed a new type of integrated gasification combined cycle
�IGCC� system with CO2 recovery, which employed the cryogenic
energy of the air separation unit. As a whole, recovering CO2 by
using cryogenic energy has several advantages. �1� It enables di-
rect production of liquid CO2 at low pressure so that the liquid
CO2 can be stored or sequestered via liquid pumping instead of
compression of gaseous CO2 to very high pressure, thereby saving
on compression energy. �2� Chemical absorbent is not required so
the cost on operating is low. However, challenges also exist for
the cryogenic separation method, which are �a� large amount of
energy consumption for refrigeration that will lead to high energy
penalty of CO2 capture and �b� CO2 solidification under low tem-
perature, which will bring severe operational problems such as the
blockage of pipes or heaters.

The aims of this paper are as follows: �1� to propose a novel
coal-based hydrogen production �CHP� system to capture CO2
with lower energy penalty, �2� to introduce a new idea of integrat-
ing the hydrogen production process with CO2 capture process so
that the energy consumption for hydrogen product and CO2 cap-
ture are both decreased, and �3� to seek for an approach to im-
prove the performance of the cryogenic separation of CO2.

2 Novel Hydrogen Production System With CO2 Re-
covery

2.1 Concept of System Integration for CO2 Recovery and
Clean Energy Production. In the clean fuel production process,
syngas �mainly of H2, CO, and CO2� produced from fossil fuels
can be converted into the low carbon clean fuels, such as hydro-
gen, methanol, or DME as is shown in Fig. 1�a�. In the process,
with more hydrogen transferred into clean fuels, the CO2 concen-
tration of purge gas is noticeably increased. While in the CO2
capture process most of the CO2 can be separated from syngas,
the remaining low carbon tail gas will be rich in hydrogen, which
can be seen from Fig. 1�b�.

Therefore, it can be found that the two processes are strongly
complementary, which are as follows: �1� In clean fuel production
process, the purge gas has high CO2 concentration and is easy to
achieve CO2 separation with low energy penalty. While in the
CO2 separation process, the tail gas has high hydrogen concentra-
tion and is suitable to produce low carbon clean fuel. Therefore,
the two processes have the potential to enhance the energy utili-
zation efficiency through integration. �2� There are similar units in
the two processes, such as the syngas preparation unit and shift
reaction unit, so the integration of the two processes is possible.

Based on the above analysis, we proposed a new integrated
process of clean fuel production and CO2 separation, which is
conceptually represented in Fig. 2. Compared with the single pro-
cess, the new integrated process applies the sequential connection
between the clean fuel production unit and the CO2 separation
unit, so that when H2 or other clean fuels are obtained in the clean
fuel production unit, the CO2 concentration of the purge gas en-
tering separation unit will be increased effectively. As a result, the
energy penalty for CO2 separation can be decreased significantly.
On the other hand, part of the low carbon tail gas discharged from
the CO2 separation unit is recycled to the entrance of clean fuel
production unit, which will increase the yield of clean fuel and
can also reduce the energy consumption for clean fuel production
to some degree. Therefore, in the integrated process, the perfor-
mance of the clean fuel production unit and the CO2 separation
unit can promote mutually and eventually lower the total energy
consumption of the whole process.

Fig. 1 Flow diagram of single production processes

Fig. 2 Integrated process of clean fuel production and CO2 separation
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2.2 Approach to Improve the Performance of CO2 Cryo-
genic Separation Method. It can be seen from the temperature
dropping characteristics of CO2 /H2 mixed gas �shown in Fig. 3�
that the concentration of CO2 in the mixture is the key factor to
solving the main problems �i.e., high energy consumption for re-
frigeration and CO2 solidification at low temperature� encountered
by cryogenic separation method. There are two CO2 concentra-
tions �i.e., 70% and 40%� investigated in Fig. 3, which are typical
CO2 concentrations with and without H2 recovery prior to the
CO2 capture unit. As is shown in Fig. 3, under the pressure of 30
bars, when the CO2 concentration of mixed gas is 40%, the tem-
perature must be dropped to about −80°C to separate 90% of CO2
from mixed gas. If the concentration of CO2 in mixed gas is up to
70%, then 90% of CO2 can be separated from mixed gas at the
temperature of −55°C. Such temperature is above the triple point
of CO2, resulting in no CO2 solidification. In addition, the cryo-
genic energy within the range of 0–−55°C �which can be ob-
tained by conventional single-stage or two-stage absorption refrig-
eration cycle with a relatively high energy efficiency� is much
easier to be obtained than the cryogenic energy below −55°C
�which should be prepared by more complicated refrigeration
cycles with lower energy efficiency�. Thus, it will be helpful to
lower the energy consumption for refrigeration �19�.

Therefore, the above analysis provides an important approach
for improving the cryogenic separation method. That is, if the
concentration of CO2 in the mixture is increased as high as 70%
or even higher before entering the separation process, the solidi-
fication of CO2 can be avoided and the consumption of cryogenic
energy, especially cryogenic energy of very low temperature can

be decreased. In a word, if the concentration of CO2 in the mixed
gas can be increased effectively, the performance of the cryogenic
separation method could be improved significantly.

Obviously, in the new integrated process of clean fuel produc-
tion and CO2 separation �shown in Fig. 2�, the CO2 concentration
of the purge gas from the clean fuel production unit is noticeably
increased because a large amount of hydrogen have been trans-
ferred into clean fuels. If the CO2 concentration of that purge gas
can reach about 70% or even higher, the cryogenic separation
method will be a suitable method to recover CO2 from mixed gas.
In this way, on the one hand, the problem of high energy con-
sumption for refrigeration can be relieved and the emergence of
solid CO2 will be avoided. Alternatively, the advantages of the
cryogenic separation method, such as producing liquid CO2 at low
pressure directly can help improve the comprehensive perfor-
mance of the whole process.

2.3 Description of Reference Systems. In order to make a
comparison for the performance analysis among different systems,
a traditional CHP system without CO2 capture and a CHP system
with conventional Selexol CO2 capture process are selected as the
reference systems.

Figure 4 illustrates a flow sheet of the CHP system with Selexol
CO2 capture. The system adopts a Texaco O2-blown and slurry-
feed gasifier, with oxygen supplied by ASU; N2 is directly dis-
charged. After gasification, the crude syngas �which are mainly
CO, CO2, H2, and H2O� enters the shift unit in which most of the
CO is converted to CO2. Then, the clean shifted gas composed of
H2 and CO2 is obtained after cleanup unit. In the CO2 recovery
unit, about 90% of CO2 in shifted gas is separated and compressed
to about 100 bars for storage and the remaining H2-rich gas is sent
to pressure swing absorption �PSA� unit for H2 production. The
purge gas from PSA is sent to the power generation unit as fuel.

For CHP system without CO2 capture, there are no CO2 sepa-
ration unit and CO2 compression unit, which are illustrated as
dashed line frames in Fig. 4.

2.4 Description of the Novel CHP System. According to the
above analysis, a novel CHP system with cryogenic CO2 recovery
is proposed. A conceptual configuration of the new CHP system is
shown in Fig. 5. The syngas produced by a Texaco gasifier is
quenched by water to lower its temperature from 1346°C to about
400°C. Then the saturated syngas is sent to a two-stage shift unit
to convert 97% of CO to CO2. The gas exit from the second stage
of the shift reactor is heated to 380°C by the heat of the first stage
shift reactor and then sent to an expand turbine. After that, the
syngas is fed to clean up the unit to remove most of the sulfides.
Leaving the cleaned up unit, the fresh gas �S4�, mainly of H2
�about 56%� and of CO2 �about 42%�, is sent to the pressure
swing adsorption unit.

In the PSA unit, the high purity ��99.9 vol %� hydrogen prod-
uct is extracted and the remaining purge gas in which the concen-

Fig. 3 Variation in CO2 and separation ratio of CO2/H2 mixed
gas with its temperature

Fig. 4 CHP system with Selexol CO2 capture process
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tration of CO2 is up to 70% approximately, is sent to CO2 recov-
ery unit after compressing. In the CO2 recovery unit, the
cryogenic energy is used to separate and liquefy CO2 simulta-
neously. When entering the CO2 recovery unit, the compressed
PSA purge gas will be refrigerated by the cold energy generated
by an absorption refrigeration system. Here, the absorption refrig-
eration cycle is adopted to take full advantage of the abundant
heat within system. Because the concentration of CO2 in the PSA
purge gas is as high as 70% or even higher, once the temperature
of the PSA purge gas drops to −55°C, 90% of CO2 will be sepa-
rated as liquid from the mixed gas. The tail gas of the CO2 recov-
ery unit �S10� is still the mixture with main components of H2,
CO2, and CO, with the concentration of H2 and CO2 at approxi-
mately 70% and 20%, respectively, part of which will be recycled
to PSA to increase the quantities of hydrogen product and the
captured CO2, then the remaining tail gas of the CO2 recovery
unit will be sent to the combustion chamber of GT as fuel.

3 Evaluation of the New CHP System
In the novel CHP system, the power subsystem is based on a

gas turbine of current technology with a turbine inlet temperature
of 1200°C and a pressure ratio of 15. The steam, which is satu-
rated at a pressure of 98 bars and reheated at a pressure of 36 bars,
is generated in the heat recovery steam generator �HRSG�, and the
temperatures of both the superheated and reheated steam are
540°C. The total power output of the combined cycle �including
gas turbine and steam turbine� is 59.3 MW. Datong coal was
assumed as the basis for this study, whose lower heating value
�LHV� is 26,710 kJ/kg. The coal analysis data, along with some
other basic conditions, are given in Table 1.

The novel CHP system, along with two reference CHP systems,
was studied by means of the commercial software ASPEN PLUS.
The pressure, temperature, mole flow, and the composition of each
stream corresponding to the points indicated in Fig. 3 are listed in
Table 2. And the simulation results of the novel CHP system and
the reference systems are presented in Table 3.

In Table 3, the overall efficiency is defined as the ratio of the
total output �including net power output and hydrogen output� to

the coal input of the system. While energy consumption for hy-
drogen production represents the energy consumed per unit prod-
uct, which can be obtained by the dividing total coal input by
hydrogen output. Here, the net power output is near zero and its
influence on energy consumption for hydrogen production is omit-
ted. For all of the three systems, hydrogen is the main product and
the power generated by system is primarily consumed by various
equipments within the plant. For the CHP system without CO2
capture, the internal power consumption mainly comes from ASU.
For the CHP system with Selexol CO2 capture, the internal power
consumption increase greatly because of CO2 separation and com-

Fig. 5 New CHP system with cryogenic CO2 recovery

Table 1 Basic conditions for simulation

Base coal analysis
�wt %�

C f 68.54
O f 6.85
S f 1.08
W f 8.84
H f 3.97
N f 0.74
Ashf 9.98

Gas turbine
Parameter Value
Turbine inlet temperature �°C� 1200
Pressure ratio 15
Isentropic efficiency of air compressor �%� 90
Isentropic efficiency of gas turbine �%� 87

Steam cycle
Turbine inlet temperature �°C� 540
Turbine inlet pressure: high/middle/low pressure �bar� 98/36/6
Isentropic efficiency: high/middle/low pressure �%� 87/89/86
Pinch point in HRSG �°C� 15
Condensation pressure �bar� 0.07
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pression. As to the novel CHP system, the power required for
syngas compressor leads to an increase in internal power con-
sumption.

It can be seen from Table 3 that, for the traditional CHP system
without CO2 capture, the thermal efficiency is 62.5% with CO2
emission rate of 18.05 tCO2 / tH2. With the Selexol capture pro-
cess, 89.2% of CO2 can be captured but over 40 MW power
consumed by CO2 separation and compression, which leads to
7.1% points of efficiency penalty and 13% growth of the energy
consumption for hydrogen production �from 191.8 GJ / tH2 to
216.7 GJ / tH2�. Here, we can find that the CO2 compression pro-
cess has great influence on the overall efficiency penalty of CO2
capture, whose energy consumption is 2.6 times of the energy
consumed for CO2 separation and accounts for over 70% of the
total energy penalty of CO2 capture.

For the new CHP system with cryogenic CO2 recovery, when
94% of CO2 is captured, its energy consumption for hydrogen
production �196.8 GJ / tH2� only increases by 2.6% than that of
the CHP system without CO2 recovery �191.8 GJ / tH2�, which is
still 9.2% lower than that of the CHP system with Selexol CO2
recovery �216.7 GJ / tH2�. This indicates that the performance of
the new CHP system is superior to that of the CHP systems with

Selexol CO2 recovery. Meanwhile, the aim of low energy penalty
for CO2 capture is achieved in the new CHP system.

To reveal the internal phenomena of the new CHP system, an
exergy analysis is performed for both the new CHP system and
the reference CHP system with Selexol CO2 recovery. The results
are listed in Table 4. The exergy analysis is also based on the
assumption that the same quantity of coal was consumed in the
new CHP system and the reference system.

As shown in Table 4, the exergy efficiency of the new system is
59.44%, which is 5.29% points higher than that of the reference
system. Comparing the exergy distributions of the new CHP sys-
tem with the reference system in Table 4, we find that the exergy
of the hydrogen production has increased by 50.23 MW and the
total exergy loss of the new CHP system is obviously decreased.
The main reduction in exergy loss comes from the CO2 recovery
unit and power generation subsystem. And the detailed distribu-
tion of exergy loss of these two units is given in Table 4.

Compared with the reference CHP system with Selexol CO2
recovery, the exergy loss of the CO2 compression of the new CHP
system is decreased remarkably �12.24 MW�. The reason lies in
that the new CHP system captures CO2 directly as liquid by using
cryogenic energy. In comparison, the exergy loss of the CO2 sepa-

Table 2 Parameters of main points of new CHP system

Streams
Temperature

�°C�
Pressure

�bar�
Mass flow

�kg/s�

Mole frac
�%�

N2 O2 CO CO2 H2O H2 Others

S1 1346 35 73.9 0.9 0.0 44.0 11.7 12.6 30.5 0.3
S2 379.8 32.0 118.3 0.5 0.0 0.6 32.3 22.9 43.5 0.2
S3 275.2 11.5 118.3 0.5 0.0 0.6 32.3 22.9 43.5 0.2
S4 37.7 10.5 93.1 0.7 0.0 0.8 42.0 0.0 56.5 0.0
S5 38.0 10.0 104.6 1.5 0.0 1.8 39.2 0.0 57.6 0.0
S6 38.0 9.8 4.7 0.0 0.0 0.0 0.0 0.0 100.0 0.0
S7 38.0 1.2 99.9 2.7 0.0 3.1 68.9 0.0 25.3 0.0
S8 38.0 30.0 99.9 2.7 0.0 3.1 68.9 0.0 25.3 0.0
S9 8.8 100.0 82.0 0.2 0.0 0.3 98.9 0.0 0.6 0.0
S10 80.0 16.5 17.9 6.5 0.0 7.6 22.0 0.0 64.0 0.0
S11 80.0 16.5 11.5 6.5 0.0 7.6 22.0 0.0 64.0 0.0
S12 125.2 1.0 79.1 70.5 13.1 0.0 4.5 12.0 0.0 0.0

Table 3 Results for new CHP system and reference systems

CHP system
without

CO2 capture

CHP system
with Selexol
CO2 capture

New CHP
system

Coal input �MW� 927.5 927.5 927.5
Power generation �MW�
Gas turbine 0.0 0.0 31.9
Steam turbine 48.8 80.4 27.5
Expand turbine 0.0 10.6 25.6
Subtotal 48.8 91.0 84.9
Internal power consumption �MW�
ASU 45.7 45.7 45.7
Syngas compression 0.0 0.0 36.0
CO2 separation 0.0 11.1 0.0
CO2 compression 0.0 29.2 0.7
Other auxiliaries 2.9 4.8 2.4
Subtotal 48.7 90.9 84.8
Net power output �MW� 0.1 0.1 0.1
Hydrogen output �MW� 580.0 513.4 565.4
Hydrogen output �t /d� 417.7 369.8 407.2
CO2 recovery ratio �%� 0.0 89.2 94.0
CO2 emission rate �tCO2 / tH2� 18.05 2.21 1.11
Overall efficiency �%� 62.5 55.4 61.0
Energy consumption for hydrogen production �GJ / tH2� 191.8 216.7 196.8
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ration of the new CHP system �including the exergy loss of refrig-
eration� is 5.92 MW higher than that of the reference system.
Thus, the exergy saving on CO2 compression is the main reason
leading to the reduction in the exergy loss in CO2 recovery unit.

Compared with the reference system, the exergy loss of the
power generation subsystem of the new CHP system was de-
creased by 60.77 MW. The reason for such reduction may lie in
two aspects. One is the significant reduction in the energy con-
sumption for CO2 recovery, which results in that the power gen-
erated by the combined cycle of the novel CHP system is lower
than that of the reference system. The less the inner power con-
sumption of the system is, the less the fuel required for power
generation becomes, which will lead to the reduction in the exergy
loss of power generation. The other is the cascade utilization of
energy in power generation subsystem, such as better heat inte-
gration and using combined cycle instead of steam cycle. It is
shown in Table 4 that, the exergy loss of various components of
the power generation subsystem of the new CHP system, such as
combustion chamber, steam turbine, and heat exchangers, are no-
tably lower than that of the reference system, which leads to the
reduction in the total exergy loss.

From the above analysis, we conclude that through synergetic
integration of hydrogen production and CO2 recovery and cascade
utilization of energy, the key problem of high energy penalty for
CO2 capture may be improved in the novel CHP system and fa-
vorable thermal and environment performances can be achieved.
However, some challenges still exist, such as the complexity of
the system, as well as the possible high investment of the system,
which will be further studied in our following work.

4 Discussion

4.1 Impact of Hydrogen Production Process on CO2
Recovery. In PSA, when H2 is extracted from the mixed gas, the
CO2 concentration in the mixed gas is increased significantly. As

is shown in Fig. 5 and Table 2, the CO2 concentration in the fresh
gas from the cleaned up unit is 42%, while the concentration is up
to about 70% in PSA purge gas. Figure 6 shows the cryogenic
energy requirements for separating 1 kmol/s CO2 from mixed
gases with different CO2 concentrations. In the figure, the pressure
of the two kinds of mixed gases is set to be at 30 bars, the main
components of which are CO2 and H2, and the recovery ratio of
CO2 is 90%. For the mixed gas with 70% of CO2 concentration,
the cryogenic energy required for mixed gas refrigeration is ap-
proximately 19.1 MW, which is 24% lower than that of the mixed
gas with 42% CO2 concentration. Besides, the cryogenic energy
required for the former is totally above −55°C, while nearly one-
third of the cryogenic energy required for the latter is from −55°C
to −80°C. It means that compared with the fresh gas from the
cleaned up unit, to separate the same amount of CO2 by cryogenic
energy, the cold energy required for the PSA purge gas can be
significantly decreased and easier to be obtained, thus leading to
the energy consumption for CO2 recovery being reduced
noticeably.

The conceptual configuration of the CO2 recovery unit is shown
in Fig. 7, including four heat exchangers �H1–H4�, two separators
�Sep1 and Sep2�, and two liquid pumps �P1 and P2�. In the CO2
recovery unit, the PSA purge gas, with temperature of 38°C and
pressure of 30 bars, is first cooled at −38°C after passing through
H1 and H2. Then some of the CO2 is separated in Sep1 as liquid,
and the rest of the mixed gas will be further cooled at −55°C after
passing through H3 and H4. In Sep2, another part of the liquid
CO2 is separated from the mixed gas to make the total CO2 re-
covery ratio up to 90% approximately. The cryogenic energy pos-
sessed by the liquid CO2 and the remaining H2-rich tail gas is
supplied for cooling the PSA purge gas through H3 and H1. And
the cryogenic energy required by H2 and H4 are approximately
18.5 MW and 4.2 MW, respectively, which are provided by the
refrigeration cycle. To utilize the cryogenic energy to a reasonable
extent, the following measures are adopted in the CO2 recovery
process: �1� make full use of the cryogenic energy of the product
streams, and �2� multistage CO2 separation is applied to reduce
the cryogenic energy requirement in the following heat transfer
process.

The performance comparison of the cryogenic CO2 recovery
unit for the new CHP system with several typical CO2 recovery
processes are shown in Table 5. The CO2 recovery process with
ASU cryogenic energy is reported by Wang et al. �18�, which
proposes to integrate the CO2 cryogenic recovery process with
ASU and employ the cold energy of ASU to separate and liquefy
CO2 simultaneously. Mono-ethanolamine �MEA� absorption pro-
cess is a widely used chemical absorption process to separate CO2

Table 4 Exergy analysis of new CHP system and reference
system

New
CHP system

CHP system
with Selexol
CO2 recovery

MW % MW %

Exergy input of coal 947.76 100 947.76 100
Exergy output
Hydrogen 563.30 59.43 513.07 54.14
Net electricity 0.09 0.01 0.15 0.02
Separated CO2 59.11 6.24 56.11 5.92
Exergy loss
Gasifier 132.17 13.95 132.17 13.95
Air separationg unit 28.04 2.96 28.04 2.96
Syngas cooling 45.40 4.79 48.26 5.09
Shift unit 15.00 1.58 18.50 1.95
Expand turbine 2.89 0.31 1.77 0.19
Heat recovery unit 12.01 1.27 8.10 0.85
Clean up unit 6.02 0.63 5.32 0.56
PSA unit 11.25 1.19 3.96 0.42
Syngas compressor 8.96 0.95 0.00 0.00
CO2 recovery unit:
CO2 separation 22.08 2.33 16.16 1.71
CO2 compression 0.23 0.02 12.47 1.32
Subtotal 22.31 2.35 28.63 3.02
Power generation subsystem:
Fuel combustion 20.24 2.14 55.83 5.89
GT compressor 1.69 0.18 0.00
GT turbine 2.53 0.27 0.00
Steam turbine 4.20 0.44 16.42 1.73
Heat exchangers 8.63 0.91 25.81 2.72
Subtotal 37.29 3.93 98.06 10.35
Exergy of exhaust streams 4.15 0.44 4.35 0.46
Exergy efficiency �%� 59.44 54.15

Fig. 6 Temperature and quantity of cryogenic energy required
for separating 1 kmol/s CO2 from mixed gases with different
CO2 concentrations
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from mixed gas �1,20�. MEA absorption process can separate CO2
under the low CO2 partial pressure conditions and reduce CO2
concentration in the exit gas down to very low values. MEA sol-
vent removes CO2 from mixed gas by means of a chemical reac-
tion, which can be reversed by pressure reduction and heating.
The amount of heat consumed for the regeneration of MEA sol-
vent, together with the power used for CO2 compression, lead to a
significant energy penalty. Selexol absorption process is a kind of
physical absorption process, which is mostly applied to gas
streams with a high CO2 partial pressure �1,21�. Selexol absorp-
tion process has relatively low energy consumption, since the re-
generation of Selexol solvent is achieved by the release of pres-
sure without heating.

From Table 5, we can find that the unit energy consumption for
CO2 recovery in the new CHP system is only 0.395 MJ/kg CO2,
which is 37% less than that of the CO2 recovery process with
ASU cryogenic energy proposed in Ref. �18�, and also 20% less
than that of the conventional Selexol absorption process �0.497
MJ/kg CO2�. Therefore, PSA unit increases the concentration of
the CO2 in purge gas to make the cryogenic energy required for
CO2 recovery decrease significantly and be obtained easily, and
eventually to achieve noticeable reduction in energy penalty for
CO2 recovery.

4.2 Impact of CO2 Recovery Process on Hydrogen
Production. In the new CHP system, part of the tail gas of CO2
recovery unit is sent back to the PSA inlet �see Fig. 4�. Here, we
defined the recycle ratio as the mole flow rate of the recycled gas
�S11 in Fig. 5� over the total tail gas of CO2 recovery unit �S10 in
Fig. 5�. When the recycle ratio is positive, it means that part of the
CO2 recovery unit tail gas will enter PSA and affect the perfor-
mance of the PSA unit. The larger the recycle ratio, the more CO2
recovery unit tail gas will enter the PSA unit and the stronger the
effect of CO2 recovery unit on PSA.

Figure 8 illustrates the impact on H2 yield and CO2 recovery
ratio imposed by varying recycle ratios. With the recycle ratio

increasing, the H2 yield and CO2 recovery ratio increase linearly
as is shown in the curve. Here, the CO2 recovery ratio represents
the global CO2 recovery ratio of the whole system, as is the same
with the H2 yield. When the recycle ratio increases, though the
quantity of the fresh gas �S4 in Fig. 5� is constant, the quantities
of the mixed gases passing through PSA and the CO2 recovery
unit �i.e., S5 and S8 in Fig. 5� will definitely increase. Since a
large part of H2 are extracted in PSA, the CO2 concentration of
the mixed gas entering the CO2 recovery unit �S8 in Fig. 5� is kept
at a high level, as is the same with the H2 concentration of the
mixed gas entering PSA. Thus the local recovery ratio of H2 and
CO2 can also be kept at a high level. Eventually, when the tail gas
is recycled, the quantities of the mixed gases passing through PSA
and the CO2 recovery unit will increase, together with the high
level of the local recovery ratio of H2 or CO2, which results in the
global CO2 recovery ratio and the global H2 yield significantly
increased.

In the new CHP system, since most of the CO2 in mixed gas is
removed in the CO2 recovery unit, CO2 will not accumulate in the
PSA unit. Thus, with the recycle ratio increasing, the gas flow rate
of the mixed gas entering PSA increases slowly �shown in Fig. 9�.
At the same time, the H2 concentration of recycled gas �S11 in
Fig. 5� and the mixed gas �S5 in Fig. 5� are kept at a high level as
well. As shown in Fig. 9, when the recycle ratio varies from 0 to
0.8, the mole flow rate of the mixed gas only increases 17% �from
3.6 kmol/s to 4.2 kmol/s�, and the H2 concentration of the re-
cycled gas and the mixed gas is higher than that of the fresh gas
�which is 56.5%�.

Figure 10 shows the impact of the recycle ratio on equivalent
energy consumption for H2 production of the new system. With
the recycle ratio increasing, the energy consumption for unit H2
production is decreased to some extent, which means the design
of feeding the CO2 recovery unit tail gas to the PSA unit has a
positive impact on reducing energy consumption for H2 produc-
tion.

Fig. 7 Flow diagram of cryogenic CO2 recovery process

Table 5 Performance comparison of typical CO2 recovery processes

Items

CO2 recovery
process in new

CHP system

CO2 recovery
process with

ASU cryogenic
energy �18�

MEA absorption
process �20�

Selexol
absorption

process �21�

Energy penalty for CO2 recovery �MW�
Refrigeration 20.59 21
Extra compression work 12.61 47.8
Absorbent regeneration 78.3 17.3
CO2 compression 0.47 0.6 35.7 67.7
Total 33.67 69.4 114 85
Quantity of CO2 captured �kg/s� 81.81 95.2 93.0 176.4
Energy penalty for recovering unit CO2 �MJ/kg CO2� 0.412 0.73 1.23 0.48
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5 Conclusion
In this paper, a novel coal-based hydrogen production system

with cryogenic CO2 capture has been proposed. Through the se-
quential connection between the H2 production process and CO2
recovery process, the utilization of cryogenic energy in CO2 re-
covery and the partial recycle of the tail gas of the CO2 recovery
unit, the new system can produce the high purity hydrogen with

low energy consumption, and at the same time, concentrate the
CO2 in PSA purge gas to lower the energy penalty for CO2 cap-
ture. The synergetic integration of clean fuel production and CO2
capture leads to the breakthrough: With 94% of CO2 captured, the
equivalent energy consumption for hydrogen production of the
new system is only 196.8 GJ / tH2, which is only 2.6% more than
that of CHP system without CO2 recovery �191.8 GJ / tH2�. The
high efficiency of the new system results from the synergetic in-
tegration of clean fuel production process and CO2 recovery unit,
and the synthetic utilization of energy.
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Advanced Braze Alloys for Fast
Epitaxial High-Temperature
Brazing of Single-Crystalline
Nickel-Base Superalloys
High-temperature diffusion brazing is a very important technology for filling cracks in
components from single-crystalline nickel-base superalloys as used in aircraft engines
and stationary gas turbines: Alloys, which are similar to the base material, are enhanced
by a fast diffusing melting-point depressant (MPD) like boron or silicon, which causes
solidification by diffusing into the base material. Generally, epitaxial solidification of
single-crystalline materials can be achieved by use of conventional braze alloys; how-
ever, very long hold times are necessary to provide a complete diffusion of the MPD out
of the braze gap. If the temperature is lowered before diffusion is completed, brittle
secondary phases precipitate, which serve as nucleation sites for stray grains and, there-
fore, lead to deteriorating mechanical properties. It was demonstrated in earlier works
that nickel-manganese-based braze alloys are appropriate systems for the braze repair of
particularly wide gaps in the range of more than 200 �m, which allow a significant
shortening of the required hold times. This is caused by the complete solubility of man-
ganese in nickel: Epitaxial solidification can be controlled by cooling in addition to
diffusion. In this work, it will be shown that the nickel-manganese-based systems can be
enhanced by chromium and aluminum, which is with regard to high-temperature appli-
cations, a very important aspect. Furthermore, it will be demonstrated that silicon, which
could be identified as appropriate secondary MPD in recent works, can be replaced by
titanium as this element has additionally a �� stabilizing effect. Several braze alloys
containing nickel, manganese, chromium, aluminum, and titanium will be presented.
Previously, the influence of the above mentioned elements on the nickel-manganese-based
systems will be visualized by thermodynamic simulations. Afterward, different composi-
tions in combination with a heat treatment, which is typical for nickel-base superalloys,
will be discussed: A microstructure, which is very similar to that within the base material,
can be presented. �DOI: 10.1115/1.3159376�

1 Introduction

With regard to the high costs of components made from single-
crystalline nickel-base superalloys, the repair of damaged parts is
of outstanding economical interest. Filling cracks by high-
temperature diffusion brazing is one of the most common repair
technologies �1–3�. Usually, a braze system similar to the base
material, which is enhanced by a fast diffusion melting-point de-
pressant �MPD� like boron is applied to the cracks. During the
brazing cycle an epitaxial solidification can be achieved by diffus-
ing the MPD into the surrounding base material �4–11�. However,
since the MPD has to be entirely diffused out of the braze gap to
avoid the formation of secondary phases, very long hold times are
required �12–16�. This is because the solubility of boron in nickel
is very poor. In the case of insufficient hold times, the solidifica-
tion terminates with an eutectic reaction, resulting in a polycrys-
talline microstructure with brittle phases in the center of the braze
gap.

Even if small, fast diffusing elements are used, very long hold
times are required. Therefore, the use of the conventional, boron-
containing systems is predominantly applicable for the repair of
narrow gaps up to 100 �m. Filling wider gaps with the diffusion
controlled brazing technologies is economically not feasible.

To achieve a significant shortening of the required hold times,
particularly for the repair of wider gaps in the range of 300 �m,
new braze alloys have been developed for fast epitaxial high-
temperature brazing. The approach is the use of nickel-
manganese-based alloying systems, which are completely mis-
cible. In this case, the formation of a second phase, serving as
nucleation site for stray grains, is entirely avoided. The results of
several brazing experiments by application of nickel-manganese
based systems were demonstrated in Ref. �17�. The repair of wide
gaps could be achieved within brazing times, which were up to
100 times shorter compared with conventional braze alloys. Fur-
thermore, silicon could be identified as appropriate second MPD
to reduce the amount of manganese, being necessary for an effec-
tive melting-point reduction.

Now, the nickel-manganese systems were enhanced by chro-
mium and aluminum, since both are very important elements, act-
ing as � solid-solution hardeners, oxide-film formers �Al2O3 and
Cr2O3�, and �� formers �Al� �18,19�. Therefore, with regard to an
appropriate high-temperature stability and a sufficient oxidation
and corrosion behavior, the influence of both elements has been
investigated. Furthermore, the replacement of silicon by titanium
was examined since the amount of �� can be significantly in-
creased by the addition of titanium. To identify appropriate com-
positions, thermodynamic simulations were conducted. Afterward,
brazing experiments with four selected compositions were ap-
plied.

Several thermodynamic simulations were carried to study the
influence of titanium, chromium, and aluminum on the nickel-
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manganese-based systems. Therefore, THERMOCALC, Version
TCR, in combination with the database TTNi7, which was par-
ticularly developed for nickel-base superalloys, was used. As
manganese is not an element, which is typically present in nickel-
base superalloys, it is expected that the calculated phase transfor-
mation temperatures will not fit exactly with experimental data.
However, in earlier works �20�, the THERMOCALC simulations
could be identified as a very useful tool to predict the general
influence of different elements on the braze alloy nickel-
manganese system, particularly, on the solidus, liquidus, and ��
solvus temperatures.

The simulation results are depicted in Fig. 1 as quasibinary
phase diagrams. Differing from conventional phase diagrams, in
this case, the plotted phase boundaries mark the appearance and
disappearance of the phases, which form with decreasing tempera-
tures. For example, the liquidus line is labeled by the precipitation
of the � phase �in the case of high amounts of aluminum or rather
titanium, the first solid phases are NiAl and the � phase, respec-
tively �Figs. 1�a� and 1�c��. The solidus line is marked by the
disappearance of the liquid phase �L�.

It can be taken from the simulation results that the amount of
titanium and aluminum has to be restricted to avoid the formation
of the NiAl and � phase, respectively. In both cases, the amount
of �� is reduced by the precipitation of these phases, therefore, a
deteriorating high-temperature stability is expected. With regard
to the melting temperatures, it is visible that chromium and alu-
minum have little influence on the solidus and liquidus tempera-
tures, while, as expected, titanium significantly decreases the
melting temperature. Therefore, titanium similar to silicon can be
added as second MPD, while the amount of manganese can be

reduced. Since chromium decreases the �� solvus temperature for
the first enhanced alloys, the amount was restricted to 5 wt %.
The influence of higher chromium fractions on the epitaxial so-
lidification of the enhanced systems will be investigated in later
experiments. The quasibinary phase diagram, which is depicted in
Fig. 1�d�, shows a system with 20 wt % manganese, 5 wt %
chromium, 3 wt % aluminum, and varying amounts of titanium.
According to conventional high-temperature braze alloys, the
fraction of aluminum was restricted to 3 wt %. Based on the
simulation results, four braze alloys were selected for the follow-
ing experiments: one alloy with 25 wt % and three alloys with
20 wt % manganese. The fractions of chromium and aluminum
were held constantly; the amount of titanium was varied between
3 wt %, 4 wt %, and 6 wt %. For the selected alloys the solidus
and liquidus temperatures and the corresponding melting intervals
were calculated and listed in Table 1.
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Fig. 1 Quasibinary phase diagrams with fixed fractions of manganese and varying frac-
tions of aluminum, chromium, and titanium. In „d… the amount of manganese, chromium,
and aluminum is fixed, while the amount of titanium is varied „THERMOCALC, Version TCR…. „a…
Ni–20Mn+Al, „b… Ni–20Mn+Cr, „c… Ni-20Mn+Ti, and „d… Ni–20Mn–5Cr–3Al+Ti.

Table 1 Calculated melting temperatures „in kelvins… and cor-
responding melting intervals for the four selected braze alloys
„composition in wt %…; THERMOCALC, Version TCR, database
TTNi7

No. Ni Mn Cr Al Ti TS TL �TSL

1 Bal. 25 5 3 3 1375 1418 45
2 Bal. 20 5 3 3 1411 1461 50
3 Bal. 20 5 3 4 1399 1448 49
4 Bal. 20 5 3 6 1375 1423 48
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2 Experiments
According to earlier brazing experiments �17,20�, single-

crystalline samples �René N5, virgin casting� with a 300 �m
wide parallel gap, which was perpendicular to the �001� direction
of the single-crystal, were used �Fig. 2�. The four selected alloys
were produced in an arc furnace as small lenses, weighting about
10 g. Previously, the phase transformation temperatures were
measured by means of differential scanning calorimetry �DSC�,
applying a heating/cooling rate of 10 K/min. The corresponding
heating curves are depicted in Fig. 3; the measured temperatures
and melting intervals are listed in Table 2.

As can be taken from Fig. 3 and Table 2, the melting behavior
of alloy Nos. 1 and 4 is very similar; therefore, it is concluded that
with regard to the melting temperatures, the reduction in the man-
ganese fraction by 5 wt % can be compensated by 3 wt % of

titanium. For braze alloy Nos. 2 and 3, relatively high melting
points were measured. Surprisingly, the liquidus temperature of
alloy No. 3 is slightly higher than that of alloy No. 2, although an
increased amount of titanium is at hand. Furthermore, the melting
interval is somewhat smaller; therefore, the solidus temperature of
alloy No. 3 is also higher than in the case of alloy No. 2. Since the
difference between the two alloys amounts to only 1 wt %, it is
expected that due to effects of inertia, it cannot be precisely dis-
solved by the calorimetric measurements. However, for the selec-
tion of the brazing temperature, the exact dissolution is less im-
portant; in both cases, 1533 K were chosen for TB.

The comparison of the simulated and measured solidus and
liquidus temperatures shows that the calculated temperatures are
generally too low, which is also the case for the calculated melting
intervals. As expected, due to the high amounts of manganese, a
systematic deviation of the simulated temperatures is at hand,
whereas the mismatch of the liquidus temperatures is larger than
that of the solidus temperatures. However, the brazing tempera-
tures were chosen according to the DSC measurements; the simu-
lation data were only used for the first alloy selection.

Brazing cycles, as depicted in Fig. 4, were conducted in a
vacuum furnace with a residual pressure of less than 8
�10−5 mbar. It could be observed in earlier works �17,20� that in
the case of the manganese containing systems, even very fast
cooling rates �tBF=10 min� lead to a complete epitaxial solidifi-
cation. However, it was also found that an advanced concentration
homogenization can be achieved by slower cooling. Therefore, in
this work 1 h was selected for the brazing time tBF. The brazing
temperature TB was varied between 1473 K and 1533 K, while a
constant final temperature TF of 1153 K was chosen. A heat treat-
ment, which consisted of a solution annealing �1 h at 1353 K� and
a precipitation hardening �2 h at 1123 K�, was added to all brazing
cycles. Subsequently, the temperature was lowered to room tem-
perature with a gradient of �1 K/min.

3 Results
After brazing, all samples were analyzed by means of scanning

electron microscopy �SEM�. To visualize the � /�� microstructure,
molybdic-acid etchant was used for metallographic preparation.
Cutouts from the center of the brazed gaps and the bonding zone
are depicted in Fig. 5.

As visible in the SEM-images, a microstructure consisting of
two phases is at hand. The brighter precipitations could be iden-
tified by energy dispersive X-ray spectroscopy analyses as ��;
however, the typical cubic shape of the �� precipitations is less
pronounced. Obviously, the etching behavior of the base material
and the braze gap is different. Usually, molybdic-acid etchant dis-
solves the �� phase, which can also be observed in the base ma-
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Fig. 2 Braze gap specimen „René N5, composition in wt %:
Ni–7.5Co–7.0Cr–1.5Mo–5.0W–6.5Ta–6.2Al–3.0Re…, gap width
�0.3 mm or 300 �m, lengthÉ10 mm
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Fig. 3 Cutouts from the DSC heating curves for the chosen
braze alloys

Table 2 Selected braze alloys „composition in wt %… with their
corresponding solidus and liquidus temperatures as well as
melting intervals „in kelvins… measured by DSC „heating
curves, second run…

No. Ni Mn Cr Al Ti TS TL �TSL

1 Bal. 25 5 3 3 1392 1462 70
2 Bal. 20 5 3 3 1446 1517 71
3 Bal. 20 5 3 4 1458 1521 63
4 Bal. 20 5 3 6 1379 1462 83
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Fig. 4 Brazing cycles with following heat treatment
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Fig. 5 SEM-images of the brazed gaps prepared with molybdic-acid etchant „in „b…, „d…, „f…, and „h…
the base material is always on the right side…; „a… braze alloy No. 1: Ni–25Mn–5Cr–3Al–3Ti, gap
center, �=−1.131%; „b… braze alloy No. 1: Ni–25Mn–5Cr–3Al–3Ti, bonding zone; „c… braze alloy No.
2: Ni–20Mn–5Cr–3Al–3Ti, gap center, �=−0.128%; „d… braze alloy No. 2: Ni–20Mn–5Cr–3Al–3Ti,
bonding zone; „e… braze alloy No. 3: Ni–20Mn–5Cr–3Al–4Ti, gap center, �=−0.005%; „f… braze alloy
No. 3: Ni–20Mn–5Cr–3Al–4Ti, bonding zone; „g… braze alloy No. 4: Ni–20Mn–5Cr–3Al–6Ti, gap cen-
ter, �=0%; and „h… braze alloy No. 4: Ni–20Mn–5Cr–3Al–6Ti, bonding zone
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terial. However, in the case of the braze gaps, the matrix has been
dissolved. Between braze gap and base material, a transition zone
exists, where no pronounced formation of �� is visible. As pre-
dicted by THERMOCALC �Fig. 1�d��, with increasing amounts of
titanium, the amount of �� also increases; additionally, the pre-
cipitations become coarser, which can also be observed for de-
creasing amounts of manganese.

With regard to high-temperature applications, the misfit be-
tween � and �� is an important parameter to avoid �� coarsening
�18�. Therefore, the lattice parameters at room temperature were
measured by means of X-ray diffraction. To eliminate the influ-
ence of microsegregations within the brazed gaps, for these mea-
surements the braze alloy lenses were used: Previously, the lenses
were heat treated according to the brazing samples �1 h solution
annealing at 1353 K and 2 h precipitation hardening at 1123 K�;
afterward, small slices were cut for X-ray diffraction analysis. The

corresponding results are given below the SEM-images in Fig. 5.
Obviously, a negative misfit is at hand, which decreases with in-
creasing amounts of titanium and decreasing amounts of manga-
nese.

In addition to the analyses described above, electron backscat-
ter diffraction �EBSD� measurements were conducted to assure
the epitaxial solidification and to quantify the misorientation be-
tween the braze gap and the base material. According to the evalu-
ation of the binary and ternary nickel-manganese-based systems
�17,20� misorientation profiles and pole figures were generated
�Figs. 6–8�. The misorientation profiles were measured perpen-
dicular to the gap, as indicated by black lines in Figs. 6�a�. The
results were plotted relative to the first point, which was chosen
on the left boundary within the base material.

The misorientation profiles show that the maximum misorien-
tation, measured relative to the first point, is in the range of 6 deg

�
���
�
���
�
���
�
���
�
���
�

� ��� ��� ��� ��� ��� ���

	
��
�����
�����

�

������
 ���
(b)(a) (c)

Fig. 6 Alloy No. 1: Ni–25Mn–5Cr–3Al–3Ti, TB=1473 K; „a… SEM-image, „b… misorientation profile, relative to first point, and
„c… Š001‹ pole figure
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Fig. 7 Alloy No. 2: Ni–20Mn–5Cr–3Al–3Ti, TB=1533 K; „a… SEM-image, „b… misorientation profile, relative to first point, and
„c… Š001‹ pole figure
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Fig. 8 Alloy No. 3: Ni–20Mn–5Cr–3Al–4Ti, TB=1533 K; „a… SEM-image, „b… misorientation profile, relative to first point, and
„c… Š001‹ pole figure
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�Fig. 8�b��. All pole figures show three discrete projection areas,
which indicates that only one orientation is at hand. In each case,
small rotations of the projection points can be observed: Obvi-
ously, small orientation deviations of the �001� from the sample
x-axis direction are at hand. However, for the analysis of epitaxial
solidification the exact sample orientation is not essential. Since
no large angle grain boundaries with an orientation difference ex-
ceeding 10 deg �16� could be detected, it is concluded that com-
plete epitaxial solidification in the case of all enhanced alloys
occurred. The epitaxial solidification is not disturbed by the addi-
tion of chromium, aluminum, and titanium.

4 Discussion
In Refs. �17,20� nickel-manganese-systems were developed,

which permit solidification times being significantly shorter than it
can be achieved by conventional transient liquid phase bonding
technologies. This gives the possibility of brazing even larger
gaps in economically justifiable times. The main advantage is the
high solubility of manganese in the solid � phase and the low
segregation tendency in the liquid phase. In contrast to the eutec-
tic nickel-boron system, the nickel-manganese system is azeotro-
pic. In the first case, an incomplete diffusion of boron causes a
solidification, ending with the final eutectic reaction. In the second
case, single phase solidification occurs even in the case of a very
fast quenching, no secondary phase can precipitate. For this rea-
son, epitaxial solidification can be accomplished within very short
times without nucleation of stray grains.

However, the binary and ternary nickel-manganese-systems, de-
veloped in Refs. �17,20�, contain neither any �� formers nor ele-
ments providing a beneficial corrosion behavior. Therefore, in or-
der to produce a � /�� microstructure similar to that of the base
material, chromium and aluminum were added in this work. The
second melting-point depressant silicon was replaced by titanium
since titanium improves the wettability of the braze alloy, which is
also utilized in the case of active braze alloys for producing
ceramic/ceramic- or ceramic/metal-joints �21,22�. Moreover, as
was visible in the simulation results, titanium increases the ��
solvus temperature.

In contrast to the nickel-manganese system, nickel-titanium and
nickel-aluminum are eutectic systems. Therefore, one could ex-
pect that the epitaxial solidification is disturbed by the addition of
those elements. However, compared with boron, in both cases, the
solubility in nickel is much larger. In the nickel-aluminum system
�� �Ni3�Al,Ti�� precipitates out of � solid-solution. This is the
essential effect in nickel-base superalloys, which is the reason for
their excellent high-temperature properties �19�. The situation in
the nickel-titanium system is similar: For higher amounts of tita-
nium, the precipitation of the TiNi3 phase is predicted; however,
due to the high solubility of titanium, it occurs at relatively low
temperatures. In contrast to boron, single phase solidification is at
hand, therefore, secondary phases, which serve as nucleation sites
for stray grains, cannot precipitate during solidification; the epi-
taxial solidification is not disturbed.

In the case of the enhanced systems, a heat treatment, which is
similar to that of the superalloy CMSX-4, was added. The ��
solvus temperature of CMSX-4 is in the range of 1563–1593 K
�18�. Usually the solution annealing and the precipitation harden-
ing are conducted in several steps. Characteristic temperatures for
the solution annealing are between 1473 K and 1593 K. For the
precipitation hardening, temperatures between 1353 K and 1123 K
are selected �18�. The �� solvus temperatures of the braze alloys
are lower. The following temperatures were calculated by THER-

MOCALC �see also Fig. 1�d��:

• No. 1: 1219 K
• No. 2: 1271 K
• No. 3: 1296 K
• No. 4: 1327 K

To achieve a complete dissolution of ��, the solution annealing
was conducted for 1 h at 1353 K �the precipitation hardening
temperature of CMSX-4�, followed by a precipitation hardening
for 2 h at 1123 K �18�. Due to the lower �� solvus temperatures,
it was expected that the effect, involved by this heat treatment, is
similar to that in the base material although the hold times are
relatively short. The � /�� morphology, which can be observed
within the brazed gaps, is similar to that within the base material;
however, the typical cubic shape of the �� precipitations is not at
hand. In the case of 4 wt % and 6 wt % titanium, a bidisperse
microstructure is visible, which is caused by the increased ��
solvus temperature. Obviously, according to the solidus and liqui-
dus temperatures, the calculated �� solvus temperatures were too
low. �� has not been completely dissolved: Coarse primary as well
as fine secondary precipitations are at hand.

The X-ray-diffraction measurements, which were conducted at
the heat treated braze alloy lenses, showed that the misfit is re-
duced by increasing amounts of titanium and decreasing amounts
of manganese. Therefore, it is concluded that manganese is pre-
dominantly dissolved in the � phase, whereby the � lattice param-
eter is enlarged. This effect can be compensated by titanium,
which is known to enlarge the lattice parameter of ��. Due to
microsegregations within the brazed gaps, the misfit will vary;
however, the principal effect, which could be observed in the case
of the braze alloy lenses, will be the same. In addition to the
precipitation morphology discussed above, some �� precipitations
are long cord-shaped ones, which can be observed in the case of
all four enhanced alloys. The formation of these precipitations still
has to be examined and, where applicable, avoided by further heat
treatments.

Altogether, epitaxial solidification was successful in the case of
all enhanced alloys. Further heat treatments will be examined to
produce cubic �� precipitations with a mean diameter of about
0.3 �m, which is known as the ideal �� diameter for creep resis-
tance �18�. Moreover, high-temperature mechanical experiments
such as tensile, creep rupture, and low cycle fatigue tests will be
conducted to examine the high-temperature stability of the brazed
gaps.

5 Conclusions
The epitaxial high-temperature brazing of 300 �m wide gaps

in very short brazing times by use of enhanced nickel-manganese-
based braze alloys was demonstrated. The following conclusions
can be drawn.

1. A brazing process, which is not diffusion controlled, was
developed. In contrast to a diffusion controlled isothermal
solidification, the present brazing process is based on an
epitaxial growth during cooling from brazing temperature.
Therefore, compared with commercially available braze
filler metals, the required solidification times could be short-
ened by a factor of up to 100.

2. Manganese was identified as ideal MPD because it combines
a little segregation tendency with excellent solubility in the
nickel-rich matrix. As a result, fast epitaxial solidification
without formation of secondary phases or stray grains is
possible.

3. Complete epitaxial solidification was also successful, if
braze alloys, which were enhanced by chromium, aluminum,
and titanium, were used: The process is robust toward
changes in composition and, as demonstrated in recent
works �17,20�, also in temperature control.

4. Further heat treatments will be carried out to improve the
microstructure within the braze gap, high-temperature stabil-
ity of the joints will be assured by mechanical testing.
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Aerodynamic Design and
Numerical Investigation on
Overall Performance of a
Microradial Turbine With
Millimeter-Scale
For millimeter-scale microturbines, the principal challenge is to achieve a design scheme
to meet the aerothermodynamics, geometry restriction, structural strength, and compo-
nent functionality requirements while in consideration of the applicable materials, real-
izable manufacturing, and installation technology. This paper mainly presents numerical
investigations on the aerothermodynamic design, geometrical design, and overall perfor-
mance prediction of a millimeter-scale radial turbine with a rotor diameter of 10 mm.
Four kinds of turbine rotor profiles were designed, and they were compared with one
another in order to select the suitable profile for the microradial turbine. The leaving
velocity loss in microgas turbines was found to be a large source of inefficiency. The
approach of refining the geometric structure of rotor blades and the profile of diffuser
were adopted to reduce the exit Mach number, thus improving the total-static efficiency.
Different from general gas turbines, microgas turbines are operated in low Reynolds
numbers �104–105�, which has significant effect on flow separation, heat transfer, and
laminar to turbulent flow transition. Based on the selected rotor profile, several microgas
turbine configurations with different tip clearances of 0.1 mm, 0.2 mm, and 0.3 mm, two
different isothermal wall conditions, and two laminar-turbulent transition models were
investigated to understand the particular influences of low Reynolds numbers. These
influences on the overall performance of the microgas turbine were analyzed in detail.
The results indicate that these configurations should be included and emphasized during
the design process of the millimeter-scale microradial turbines.
�DOI: 10.1115/1.3159375�

1 Introduction

Since the millimeter-scale turbomachinery for microcompact
power sources and micropropulsion engines has become a new
concept, e.g., Refs. �1–6�, the miniaturization of gas turbines is
quite meaningful. Because the proliferated portable machines,
such as computers, digital assistants, cell phones, microcoolers,
ultracompact unmanned aerial vehicles �UAVs�, exoskeletons, and
robots, require compact mobile electric equipments and energy
supplies, and also because these machines demand higher power
density and energy density that cannot be delivered by batteries,
the microgas turbines are selected as an excellent candidate for the
power source of mobile machines and portable electronics.

In recent years, research on gas turbines in millimeter-scale has
been conducted in universities and research organizations all over
the world. In the United States, Massachusetts Institute of Tech-
nology �MIT� aims to develop a microscale high-speed rotating
machinery using the microfabricating and machining technology,
which were known as microelectromechanical systems �MEMSs�,
high aspect ratio Lithographic Galvanoformung and Abformung
�LIGA� �7,8�, deep-reactive ion etching �DRIE� �9,10�, and wafer
bonding �1�. The developed microturbine used radial turbine with
a rotor diameter of 4 mm, which adopted the DRIE and wafer
bonding technology �1�. Besides MIT, the microturbine developed
at Stanford is a radial-axial turbine with a rotor diameter of

12 mm, and the silicon nitride rotor is produced by gel-casting
technique �11�.

In Asia and Europe, research teams at the University of Tokyo
�12,13� and Tohoku University �14–17� have developed their mi-
croturbines. The latter used an axial-radial design with a rotor
diameter of 10 mm, and the turbine wheel was machined by a
five-axis numerical control �NC� milling machine. A single-stage
axial microgas turbine with a rotor diameter of 10 mm made of
stainless steel using die-sinking electrodischarge machining was
developed at Katholieke Universiteit Leuven in Belgium �18�. The
radial microgas turbine was developed with a rotor diameter of 8
mm at Office National d’Etudes et Recherches Aérospatiales
�ONERA�-Applied Aerodynamic Department in France �19�. At
the Singapore Institute of Manufacturing Technology, a radial mi-
crogas turbine was designed with a rotor diameter of 8.4 mm
using MEMS-based micromachining technology �20�. In sum-
mary, microgas turbines have become a research hotspot with a
rotor diameter of 10 mm and a power level of 50–100 W.

During the process of realizing the microgas turbine system, the
bearing reliability, structural strength, and material performance
are three extremely important factors. High-speed microgas bear-
ing for microgas turbine was developed at the MIT �21,22� and
Tohoku University �23�. The structural design space is defined
according to the thermodynamic requirements, properties of the
materials used, and manufacturing capabilities �24,25�. The selec-
tion of materials are highly dependent on their processing, struc-
tural design features, high temperature structures, and installation
technology �26,27�.
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The TurboAero team of Xi’an Jiaotong University has started
the first step of realizing a 50 W microgas turbine at the smallest
possible scale, with the best optional materials and existing manu-
facturing technologies. In this study, in consideration of the aero-
thermodynamic performance and geometrical restrictions, a mi-
crogas turbine has been designed and numerical simulations are
performed. First, the investigation focused on the overall perfor-
mance of the different rotor profiles are presented to determine the
basic and suitable rotor curves for microgas turbine. Second, the
several microgas turbine configurations with different tip clear-
ances and wall temperatures are computed and analyzed. Finally,
the transition from laminar to turbulent flows in the microgas
turbine is simulated, and the effects of leakage flows, heat loss,
and low Reynolds numbers on the overall performance are dis-
cussed in detail.

2 Aerothermodynamic Design
For millimeter-scale microgas turbines, there are many rela-

tively high losses. In the simple cycle, the turbine losses include
blade profile loss, leakage loss, bearing friction loss, exit loss,
generator loss, etc. Due to the microscale, the exit losses are of the
same order as that of the output power of the cycle. Compared
with the conventional turbine, the micromachines are significantly
different in two ways: small Reynolds number and 2D geometry
limitation. The low Reynolds number �104–105� is a reflection of
the millimeter-scale size, which places the designs in the laminar
or transitional range. The lower Reynolds number will make the
flow separate in the turbine passages and also imply much influ-
ence of skin friction and heat transfer than that of conventional
scale gas turbines. Therefore, the extra losses of size effect should
be considered through the design process of microgas turbines.

For the structure design, the stator inlet radius and exit radius
are 7.0 mm and 5.6 mm, respectively. The rotor inlet radius is 5.3
mm, and the rotor outlet radius varies according to the different
degrees of reaction. The particular challenge in the design of mi-
crogas turbine is the microfabrication constraints that limit the
blade height to be uniform. Currently microdevices always have a
constant span and 2D geometry. In this study, the blade heights are
both 1.0 mm in the channel of the stator and rotor.

The microgas turbine configurations and design operating con-
ditions are shown in Table 1. One profile of stator, four different
profiles of the rotor, and the meridional view are shown in Fig. 1.
The stator is designed as an aerodynamic profile of which the
leading edge adapts for varying incidence angle of the incoming
flow. It is worth to note that the assembly angle of the stator could
be adjusted for the configurations of different rotor profiles. The
rotor of scheme 1 is an aerodynamic profile, which has a good
performance in axial turbine design. The rotor of scheme 2 is a
lamella profile, which can be adapted to the higher rotational
speed. The rotor of scheme 3, of which the camber line turns to
the negative rotating direction, is able to fit with the higher rota-

tional speed and the angle of incoming flow better. The rotor of
scheme 4 is similar to scheme 3 but the leading edge is modified
to obtain higher efficiency.

The turbine inlet temperature was selected as 1600 K �1�, 1545
K �19�, and 1323 K �16� in past studies. In this study, however, a
relatively low turbine inlet temperature is selected for several rea-
sons given as follows.

The material restriction is the first consideration, since selecting
high temperature materials for the turbine will demand high pre-
cision machining and packaging technology in millimeter-scale.

The microgas turbine needs cooling when operating under high
temperature. For instance, the silicon rapidly looses strength
above 900 K, so cooling is required for Si turbines. The simplest
way to cool the turbine is to eliminate the shaft �1�, which rejects
the heat conducting to the compressor fluid. But, this method has
great disadvantage of lowering the pressure ratio of the compres-
sor, and the cycle output power decreases concomitantly.

The higher turbine inlet temperature also leads to the combus-
tion problem in microgas turbines. The primary design require-
ments of combustors include large temperature rising, high effi-
ciency, low pressure drop, structural integrity, and stabile ignition.
Due to the short length scale, heat transfer to the structure is large.

The last consideration of the higher temperature influence on
compressors is that the temperature will make the compressor
consume more power under the same expansion ratio and mass
flow rate. Hence, in this study, the turbine inlet temperature is
selected at relatively low level of 1173 K.

The high specific power of turbines will get the high output
power of the cycle. In Refs. �1,19,16�, the specific powers of
turbines are 200 kJ/kg, 266 kJ/kg, and 238 kJ/kg, respectively.
The current specific power of scheme 3 is 218 kJ/kg, while that
will be nearly 278 kJ/kg when the turbine inlet temperature
reaches to 1500 K.

3 Numerical Method
To investigate the flow characteristics of the designed scheme

accurately, 3D Navier–Stokes equations are applied in the present
simulation by using the commercial software NUMECA EURANUS

�28�. The Spalart–Allmaras one-equation turbulence model is used
to simulate the turbulent flow. This model has been used in the
microgas turbine numerical simulation �17�. The simulation re-
sults were compared with the experimental data and the difference
was acceptable. The four-step Runge–Kutta algorithm is adopted
to ensure numerical time integration, and the implicit residual
smoothing method is used to get high Courant-Friedrichs-Lewy
number �CFL�.

Multiblock grid is applied by the AUTOGRID5 of NUMECA with
the default grid structure, and the total grid numbers are set to be
319,800 and 517,625 in the stator and the rotor, respectively. In
the stator, the O-type grid number of the blade is set to be
132,225, which are composed of 25 nodes in circumferential, 41
in radial, and 129 in streamline directions. In the rotor, the same

Table 1 Configurations and design operating conditions of the
microgas turbine

Units Scheme 1 Scheme 2 Scheme 3 Scheme 4

TIT K 1173 1173 1173 1173
� - 3.0 3.0 3.0 3.0
n rpm 800,000 930,000 930,000 930,000
G g/s 1.5 1.4 1.6 1.6
D1 mm 10 10 10 10
� - 0.4 0.4 0.6 0.65
L mm 1.0 1.0 1.0 1.0
P W 253 280 349 352
efftt - 74.3% 77.5% 81.3% 85.6%
effts - 63.6% 63.8% 68.2% 68.1% Fig. 1 Meridional view and the profiles of the turbine stator

and rotor
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configuration of O-type grid is employed. The grids are refined at
the endwall, near-wall, leading, and trailing edges. It is worth to
note that all schemes use the same grid structure and numbers in
order to compare the simulation results.

For further research, the tip clearance effect on the overall per-
formance is taken into account in the scheme 3. The grid numbers
at the rotor tip region is set to be 46,053, with grid numbers of 17
in the circumferential, 21 in radial, and 129 in streamline direc-
tions.

In order to obtain the accurate simulation and to predict the
possibly existent transition, the second computational fluid dy-
namics �CFD� program—ANSYS CFX, Reynolds-averaged Navier-
Stokes �RANS� three-dimensional viscous codes, is used. The
two-equation K-� shear stress transport �SST� turbulence model is
employed. This turbulence model used in the transition of turbine
has been compared with the experimental data with good predic-
tion �29�. The grid is regenerated by the AUTOGRID5 AND CFX’ ICEM

with the total grid numbers of 983,262 and 1,083,544, respec-
tively. The unstructured tetrahedral mesh generated by ICEM with
the total elements of 1,629,286 has also been used to predict the
transition.

The near-wall Y+ is adjusted to be 1–3 in the process of grid
generating in NUMECA, while in the simulation using CFX, the
near-wall Y+ is kept between the minimal value of 0.09 and the
maximal value of 2, and the average value is 1.1, which is re-
quired for the SST model in near-wall resolution.

4 Results and Discussion

4.1 Overall Performance. The variation in power, efficiency,
and specific power via changes of stage expansion ratio for the
four microgas turbines are shown in Fig. 2. The figures show that
the power generated by the microgas turbine is proportional to the
stage expansion ratio in all of four schemes. Schemes 3 and 4
have the higher power among these schemes. The slope of the
curves indicates that schemes 3 and 4 gain more power with the
same rise of stage expansion ratio than others. In the middle part
of Fig. 2, except scheme 3, the total-total efficiency of all schemes
increases proportionally to the stage expansion ratio. The total-
total efficiency of scheme 3 increases in the lower stage expansion
ratio range, and it decreases in the range of the higher stage ex-
pansion ratio. Scheme 4 has the highest total-total efficiency
among the four schemes. The total-static efficiency is increased
inversely to the stage expansion ratio for all four schemes and that
of scheme 3 is highest with the stage expansion ratio above 3.0.
The slope of the curves shows that the lapse rates of schemes 3
and 4 are lower than that of the other schemes, and scheme 3 has
the smallest lapse rate among the four schemes. This means that it
has relatively good performance in off-design conditions of mi-
crogas turbine operations. Variation in specific power presents that
the four schemes have the higher specific power with the increas-
ing stage expansion ratio, but scheme 3 has the highest specific

power and growth rate with the stage expansion ratio above 2.8.
The analyses of the overall performance described above show

that the rotor profiles of scheme 3 has the most outstanding per-
formance among the four schemes. Scheme 3 has the highest
total-static efficiency of 68.2% and the smallest lapse rate of effi-
ciency in off-design conditions. The specific power of scheme 3,
which is an important parameter for the microgas turbine, is also
the highest. For these reasons, scheme 3 is selected as the basic
and suitable profile of the design for our millimeter-scale turbine
in the subsequent research.

Even though higher specific power of the turbine presents at
higher stage expansion ratio, the compressor would consume
much power generated by the turbine. In order to get much output
power of the cycle, the specific power is increased greatly at the
cost of the slightly decreased total-static efficiency.

Along with the increase in stage expansion ratio, the change in
total-total and total-static efficiency is reverse, and the difference
becomes larger. That means that the leaving velocity loss should
be reduced as much as possible.

4.2 Improvement of Total-Static Efficiency. It has been
found that the leaving velocity loss is a large source of ineffi-
ciency in millimeter-scale turbines. This implies that the rotor exit
Mach number should be reduced if possible, and the turbine
would benefit from a high performance diffuser. Epstein �1� and
Matsuura et al. �13� both pointed out this problem, but they did
not give the modified method.

There are several ways to reduce the rotor exit Mach number.
First, reducing the expansion ratio is the most direct approach, and
the aerodynamic parameter is unchanged in general to keep the
output power. Second, reducing the degree of reaction is another
effective approach, but the change in flow speed and angle will
induce variation in the flow field and reduce the total-total effi-
ciency, correspondingly. The third method is to refine the geomet-
ric structure of rotor blades and the profile of diffuser. Although
all these ways can reduce the exit Mach number, the designer has
to trade-off the efficiency and the power of microgas turbine with
realization of the structure. The third approach is finally used in
this study.

For the geometric improvement in scheme 3, the rotor blade
profile near the trailing edge is refined, which decreases the rela-
tive flow angle. The relative velocity at the rotor outlet is un-
changed at a constant degree of reaction, and the circumferential
speed is unchanged at the uniform rotational speed and radius. As
a result, the outlet absolute velocity is decreased consequently.
Furthermore, the absolute velocity of the diffuser outlet is reduced
to increase the total-static efficiency. By using this modified
method, the total-static efficiency has reached to 69.3%.

To design a high performance diffuser for the microgas turbine,
three different geometry configurations of the diffuser at the tur-

Fig. 2 Turbine power, efficiency, and specific power via stage expansion ratio for the four schemes
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bine exit are designed and investigated. Figure 3 shows the open-
ing outlet diffuser, straight outlet diffuser, and uplifted-shroud out-
let diffuser, as well as their streamlines and relative velocity
vectors.

In the opening outlet diffuser, flow separation is observed at the
shroud after a 90 deg turning. Since the opening exit area is so
large for the flow to fully diffuse out, there is a region of reverse
flow near the exit of the shroud. Fluid is extruded and flows in a
slow speed at the center line of the diffuser, which causes the
total-pressure loss consequently. Without the geometrical restric-
tion, fluid is forced to flow in axial direction by the static pressure
generated by the congestion of flow in the center. The perfor-
mance of this diffuser will be improved with a bulb at the center
line.

In the straight outlet diffuser, flow separation is found at the
same location as the opening outlet, while the range decreases.
Fluid turns 90 deg uniformly and diffuses out without reverse
flow. The low speed and high static pressure region exists at the
hub of the 90 deg turning.

In the uplifted-shroud outlet diffuser, fluid turns 90 deg into the
axial direction smoothly without reverse flow and vortex. The
velocity vectors show that the velocity reduces at the exit but
expands in the middle of the diffuser because of the gradual ex-
pansion of the flow channel. Accordingly, the static pressure of the
rotor exit reduces when the static pressure at the diffuser exit
keeps the same. As a result, the increase in the degree of reaction

and velocity at rotor exit makes the flow expand again in the
diffuser, and that expansion should be avoided in the processing
of the diffuser design. In this study, the straight outlet diffuser has
been used for the microgas turbine. It not only reduces the leaving
velocity losses, but also decreases the exit losses, which consist of
residual swirl loss and the right-angle turning loss.

In the design of diffuser, the two ratios, the area ratio of inlet
area to exit area of the diffuser, and the radius ratio of outlet
hub-radius to inlet radius of the turbine wheel, have significant
influences on the overall performance of millimeter-scale micro-
gas turbines. The locations of the radius used in the two ratios are
shown in Fig. 1. The influence of the two ratios on the overall
performance is given in Table 2.

Table 2 shows that the total-static efficiency is proportional to
the area ratio from 0.8160 to 0.9775, but it varies contrarily to the
area ratio from 0.9775 to 1.2342. The highest total-static effi-
ciency appears at the area ratio around 1:1. When the S3−3 /S4−4
�1, the excessively small blade height or excessively big shroud-
radius of the diffuser exit will cause the total-static efficiency
reduce. When the S3−3 /S4−4�1, the total-total efficiency increases
and total-static efficiency decreases with the expansion of flow in
the diffuser. For these reasons, the ratio of S3−3 /S4−4 should set to
be around 1.0. This study takes this ratio as 0.9775, and the total-
static efficiency is increased to 72.1%.

The variation in the overall performance via the ratio of R4h /R2
is shown in Table 2. The shaft power and total-static efficiency
vary proportionally to the ratio of R4h /R2. The total-total effi-
ciency varies inversely to this ratio and the peak efficiency at the
ratio of 0.1. The higher ratio of R4h /R2 cannot be selected because
it will cause the shroud-radius and area of the diffuser exit higher
than that of the rotor exit. The lower ratio of R4h /R2 should not be
selected because of the shafting and bearing location. Then, in
consideration of power, efficiency, stability of bearing and shaft-
ing, manufacturing, and installing technology, the radius ratio
should be chosen as high as possible. Currently, the radius ratio is
chosen as 0.35, and the total-static efficiency reaches the value of
73.2%.

As the geometry of microgas turbine is very small, the designer
should consider geometry restrictions during the aerodynamic de-
sign process. That means the optimal design should be focused
both on aerodynamic performance and reasonable structure of mi-
crogas turbines in such a limited space.

4.3 Effect of Tip Clearance. The tip clearance of the micro-
gas turbine is designed as 0.1 mm, but the practical tip clearance
may be more than 0.1 mm, which is determined by manufacturing
and installing technology.

Hence, the tip clearances investigated in our computation have
three different heights of 0.1 mm, 0.2 mm, and 0.3 mm. The tip
clearances have relatively large dimensions with respect to the
blade height, which are 10%, 20%, and 30%. Near the trailing
edge of rotor blade with 0.1 mm tip clearance, there are scrape
flow from the suction side to the pressure side and the leakage
flow from the pressure side to the suction side in the upper bound-
ary, and they form a leakage vortex near the upper pressure side.

Fig. 3 Streamlines and relative velocity vectors in three kinds
of diffusers

Table 2 Influence of the two ratios on overall performance

Ratio 1 Ratio 2 Ratio 3 Ratio 4 Ratio 5

Ratio of S3−3 /S4−4

S3−3 /S4−4 0.8160 0.8917 0.9775 1.1408 1.2342
effts �%� 65.1 69.2 72.1 68.8 63.9

Ratio of R4h /R2

R4h /R2 0.1 0.2 0.3 0.35 0.4
P �W� 300 315 326 351 365
efftt �%� 84.2 83.7 83.9 83.1 83.2
effts �%� 69.2 71.7 72.5 73.2 76.5
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The increase in entropy in the gap is due to this friction. This
means the vortex forms a high loss region in the tip clearance. In
the case of the 0.2 mm and 0.3 mm tip clearances, the leakage
losses are most pronounced in the gap without vortex due to the
relatively large dimension.

The effect of tip clearance on the overall performance of mi-
crogas turbine is shown in Table 3. The aerodynamic perfor-
mances difference between the rotor blade with and without tip
clearance is evident. The tip clearance of 0.1 mm reduced the
power and total-static efficiencies for 7.9% and 11.9%, respec-
tively. These losses are too high to obtain the anticipated output
power of the cycle.

Tip clearances of 0.2 mm and 0.3 mm have significant influence
on power and total-static efficiency than that of 0.1 mm. With the
tip clearance of 0.3 mm, the power is much lower than that of 0.2
mm but the increment in mass flow rate is almost the same. The
difference in the power is derived from the decrease in relative
velocity at the rotor exit with the tip clearance of 0.3 mm. From
the above discussion, the large tip clearance is fatal for overall
performance of the microgas turbines, and should be controlled as
small as possible.

4.4 Effect of Heat Loss. In contrast with the conventional
macroturbine, the ratio of the wet area to the fluid volume, stated
by the so-called cube-square law, increases with the dimension
decreasing. This implies that the heat loss to the wall cannot be
neglected in the microturbine. Therefore, heat loss is an important
factor in the aerodynamic design, and its effect on overall perfor-
mance should be emphasized.

Two different wall temperatures of 821 K and 703 K, which are
set to be constant values of 0.7x and 0.6x turbine inlet tempera-
ture, respectively, are employed as isothermal wall boundary con-
ditions for the microgas turbine.

The results indicate that the mass flow rates are 3.9% and 5.3%
bigger than that of the adiabatic condition. The difference is at-
tributed to the increase in the density because of the lower tem-
perature of the fluid. Since the velocity of the fluid mainly de-
pends on the pressure ratio, the increase in the density enhances
the mass flow.

Heat loss on the turbine was calculated by the integral of heat
flux on the turbine isothermal surfaces. The heat loss in the stator
is more than that of the rotor because the temperature difference
between the fluid and wall in the stator is larger. The heat losses
are 155.8 W and 207.1 W in the stator, and 37.8 W and 79.2 W in
the rotor at the wall temperature of 821 K and 703 K, respectively.
Another goal in this study is to understand the effect of heat loss
on the turbine efficiency. In the isothermal wall conditions, the
entropy decreases so that the temperature of stage exit is lower
than that of the adiabatic conditions. In order to calculate the
efficiency exactly, the modified method used in Ref. �30� has been
employed in this study. To recover the exit temperature to the
adiabatic conditions, the fluid total temperature at the exit is modi-
fied to reflect the loss of energy through heat transfer. The change
in total temperature at the exit of the stage can be computed as
follows:

�Tex =

��
A

�� � T/�n�w�dA

ṁ Re Pr

The integration is performed over all the heat transfer surfaces.
The value of the exit total temperature is calculated as

Tex = Tex,iso + �Tex

The difference between our method and that proposed in Ref.
�30� is that all the parameters computed with the units in this
study. The equation of �Tex is transformed as follows:

�Tex =

��
A

��� � T/�n�w�dA

GCp�cl

The total-total efficiencies for the microgas turbine are com-
puted to be 77.1% and 74.2% for the wall temperatures 821 K and
703 K, respectively. The total-static efficiencies are 71.7% and
69.5% for the wall temperatures 821 K and 703 K, respectively.
Failure to do so leads to an approximate error of 6–8 points in the
total-total efficiency and 1–3 points in the total-static efficiency
for the present computations.

4.5 Laminar-Turbulent Flow Transition. Laminar to turbu-
lent flow transition has been recognized as one of the most diffi-
cult phenomena to simulate in fluid fields of flat plate or turbine
blades. Although main stream flows are predominantly turbulent
in turbomachinery, the boundary layer may be either laminar or
turbulent in the millimeter-scale gas turbine as it works at low
Reynolds number. The millimeter-scale microgas turbine is oper-
ated in a low Reynolds number.

Without experimental data, the current simulation results of
transition should be compared between different CFD programs.
As explained in the numerical method introduction, the two CFD
programs evaluated in this study are commercial, RANS three-
dimensional viscous codes. The first CFD program is NUMECA

FINE/TURBO 7.2-1. The model used in this study is a one-equation
S-A turbulence model, which uses the empirical correlations of
Abu-Ghannam and Shaw. The second CFD program is ANSYS-CFX

CFX11.0. The two-equation K-� SST turbulence model �31,32� is
coupled with one transport equation used for the intermittency and
one for the transition onset Reynolds number criterion. The results
and analyses were carried out with the inlet turbulence intensity of
1% and the varying inlet eddy viscosity ratios �turbulent dynamic
viscosity to laminar viscosity� of 10, 30, 60, and 100.

Figure 4 shows the results of transition with intermittency by
the FINE/TURBO of the different �t /�. In different operating con-
ditions of the microgas turbine, the Reynolds number of 7000,
5700, and 4100 are taken into account, respectively. The Reynolds
number is based on the rotor exit flow conditions and the rotor
chord length, and the Reynolds number is 7000 at the design
point. It is worth to explain that the flows on the stator blades are
laminar flows in all different conditions. The transition always
takes place on the suction side of turbine blade because of the
lower static pressure and the high pressure gradients, but the tran-
sition occurred in the middle range of the pressure side unexpect-
edly. The reason for this phenomenon may be caused by the simi-
lar pressure gradients on both sides of the blade, as well as the
similar profile of the rotor in the 2D geometry.

At the Reynolds number of 7000, the laminar to turbulent flow
transition occurs. In Fig. 4�a�, �t /� is indicated as 10, 30, 60, and
100 from the left to the right, and other pictures are placed in the
same arrangement correspondingly. The visible onset of laminar
to turbulent flow transition on the pressure side is at 26% chord
length, and the extent of transition is approximate 2% chord
length. Also, with different �t /� from low to high, the transition
has a small amplitude fluctuation. When �t /� are 10, 30, and 60,

Table 3 Effect of tip clearance on overall performance

P
�W�

Relative
value
�%�

effts
�%�

Relativ
e value

�%�
G

�kg/s�

Relative
value
�%�

0.0 mm 351 - 0.7322 - 1.56 -
0.1 mm 323 	7.9 0.6451 	11.9 1.64 +5.6
0.2 mm 297 	15.3 0.5903 	19.4 1.67 +8.0
0.3 mm 270 	22.9 0.5695 	22.2 1.68 +8.3
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the transition positions are almost the same, but that moves for-
ward in the main stream flows with the ratio of 100, and the
transition onset is at 5% chord length.

At the Reynolds number of 5700, the visible onset of laminar to
turbulent flow transition on the pressure side is at 34% chord
length, and the extent of transition is at approximately 4% chord
length. Due to the enhancement of viscous force, the transition
puts off obviously. Different from the Reynolds number of 7000,
the main stream is part laminar flow at �t /� of 10. The transition
onset moves up at approximately 2% and 4% chord length at the
ratio of 60 and 100, respectively. Furthermore, near the hub and
the shroud of the blade, the position of transition moves forward.
This symmetrical phenomenon is attributed to the straight blade
and the computation without tip clearance.

At the lowest Reynolds number of 4100, the visible onset of
laminar to turbulent flow transition on the pressure side is at 38%
chord length, and the extent of transition is at approximately 5%
chord length. Different from Reynolds number of 7000, some legs
of the main stream is still a laminar flow until the �t /� of 60.
When this ratio reaches to 100, the flow is fully turbulent after the
transition. The symmetrical phenomenon still exists, but the tran-
sition of the flow near the bottom is moved slightly downstream.
Based on the discussion above, with the Reynolds number and
�t /� decreasing, the transition onset is delayed and the transition
extent is enhanced.

Figure 5 shows the results of transition from laminar to turbu-
lent flows with the intermittency cloud picture solved by ANSYS

CFX. At the Reynolds number of 7000, the visible onset of laminar
to turbulent flow transition on the pressure side is at 62% chord
length, and the extent of transition is at approximately 5% chord

length. Also, the intermittency is a zigzag fluctuation from the hub
to the shroud. The transition of the flow near the endwalls is more
in the front than that at the main stream. This phenomenon is the
same with the results in Fig. 4, but the range is more expanded.
The FINE/TURBO results show that the transition on the suction side
is at 95% chord length near the trailing edge. But the CFX results
show the intermittency contour is already a turbulent flow on the
suction side from the 3% chord length, which is totally different
from the results using FINE/TURBO in all Reynolds number
conditions.

At the Reynolds number of 5700, the visible onset of laminar to
turbulent flow transition on the pressure side is at 71% chord
length, and the extent of transition is approximate 6% chord
length. The zigzag fluctuation of the intermittency is more acute
near the hub. Also the transition near the endwalls stays ahead of
the blade than that of the main stream. The turbulent flow on the
suction side is retarded at the 13% chord length.

At the Reynolds number of 4100, the lowest visible intermit-
tency is over the 75% chord length on the pressure side, and the
local maximum intermittency is around 85% chord length. On the
suction side, the intermittency reaches to 0.6 until the 38% chord
length, and this indicates that the transition is not complete yet.

In three different Reynolds number conditions, the different
�t /� has the same influence on the transition position compared
with the results indicated in Fig. 4, but the difference is very
slight. As a whole, the CFX prediction of transition position on
pressure side is behind than that of the FINE/TURBO in three Rey-
nolds number conditions. Also, the flow is already turbulent on the
suction side, which is more reasonable in theory. In the lowest
Reynolds number condition, the results of the simulation are very

Fig. 4 Intermittency on pressure side of rotor blade by FINE/TURBO with different Reynolds numbers and various inlet eddy
viscosity ratios of 10, 30, 60, and 100 „from left to right…
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different. But from this study, the existence of the laminar to
turbulent flow transition has been basically defined on microgas
turbine blades.

The results of the transition using the unstructured tetrahedral
mesh by CFX are also studied. With the �t /� of 30 and Reynolds
number of 7000, the value of intermittency is in the small range of
0–0.3, which indicates that there is a laminar flow throughout the
blade surface. All the simulation used the same boundary condi-
tion and Reynolds number mentioned before, but the results show
that there is no laminar to turbulent flow transition. The reason for
the different results obtained from using the unstructured hexahe-
dral mesh and from using the unstructured tetrahedral mesh is not
clear.

In this study, several cases of scheme 3 have been investigated
and seven of them are shown in Fig. 6 in order to evaluate the
influence on the overall performance directly and clearly. In these
configurations, the condition of scheme 3 is only changed to mea-
sure the respective effect. These configurations include �1� the
result of NUMECA in adiabatic condition, �2� the result of CFX in
adiabatic condition, �3� the result of microgas turbine with optimal
diffuser, �4� the result of 0.1 mm tip clearance in adiabatic condi-
tion, �5� the result of isothermal wall condition with modeling the
temperature of 0.7x total inlet temperature, �6� the result of tran-
sition model in FINE/TURBO, and �7� the result of transition model
in CFX.

In Fig. 6�a�, the variety of specific power shows that the CFX

results gains more value than FINE/TURBO results in adiabatic con-
dition. With the optimal diffuser, the specific power of the micro-
gas turbine obtains the relatively high level. Tip clearance has the
most influence on the microgas turbine as that discussed in Sec.

Fig. 5 Intermittency on pressure side of rotor blade by ANSYS CFX with different Reynolds numbers and various inlet eddy
viscosity ratios of 10, 30, 60, and 100 „from left to right…

Fig. 6 Specific power and total-static efficiency of the seven
cases
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4.3. In consideration of the transition model, the result of CFX is
slightly higher than that of FINE/TURBO, the same results as the
adiabatic condition.

In the Fig. 6�b�, the variety of the total-static efficiency is evi-
dent. The CFX also gets the higher value than that of NUMECA, and
the efficiency arrives at the highest level with the optimal diffuser.
But the lowest efficiency derived from the tip clearance is 0.1
mm. The heat loss reduces the efficiency below 72%, and the
transition model gets the lower value. All the configurations show
that these effects should be considered carefully during the pro-
cess of the microgas turbine design. Finally, the 3D design of the
microgas turbine is shown in Fig. 7. The initial design of the test
rig for the microgas turbine has been completed, and the aerody-
namic experiments will be carried out in the near future.

5 Conclusions
The investigation on the aerothermodynamic design, geometri-

cal design, blade profiling design, effects of the tip clearance,
effects of heat loss, effects of the low Reynolds numbers, and
CFD analysis for the overall performance of the microgas turbine
with a rotor diameter of 10 mm are conducted and presented in
this paper.

In the aerothermodynamic design, the results show that scheme
3 has the most outstanding performance among the four schemes
with the power of 349 W and the effts of 68.2%. This scheme has
been taken as the basic profile of rotor for microgas turbines.

With the modified rotor profile, effts reaches 69.3%. The
straight outlet diffuser has the highest flow performance for the
microgas turbine. The peak effts appears at the area ratio of
S3−3 /S4−4 around 1:1, and the radius ratio of R4h /R2 should be
chosen as high as possible. After the optimization, the microgas
turbine performance reaches to the power of 351 W and the effts
of 73.2%.

The tip clearance announced the fatal effect on the overall per-
formance of microgas turbine. With the tip clearance of 0.1 mm,
the power and the effts are reduced by 7.9% and 11.9%, respec-
tively. The heat loss causes the effts to be reduced to 71.7% and
69.5% in the two cases. Failure to do so leads to an approximate
error of 1–3 points in the effts for the present computations. In the
transition model, the existence of the laminar to turbulent flow

transition has been basically defined in microgas turbines. The
decreases in power and effts are about 8.5% and 3.9%, respec-
tively.

Nomenclature
A 
 surface area �mm2�
c 
 characteristic velocity �m/s�

Cp 
 specific heat �J /kg k�
D 
 diameter �mm�

eff 
 isentropic efficiency
G 
 mass flow rate �g/s�
L 
 blade height �mm�
l 
 characteristic length �mm�

N 
 rotor rotational speed �rpm�
P 
 power �W�

Pr 
 Prandtl number
R 
 radius �mm�

Re 
 Reynolds number
S 
 section surface area �mm2�

TIT 
 turbine inlet temperature �K�
Tu 
 inlet turbulence intensity
� 
 stage expansion ratio
ṁ 
 normalized mass flow rate
� 
 thermal conductivity �W /m k�
� 
 degree of reaction
� 
 density �kg /m3�
� 
 dynamic viscosity �Pa s�

�t /� 
 eddy viscosity ratio

Subscripts
0 
 inlet of stator
1 
 outlet of stator
2 
 inlet of rotor
3 
 outlet of rotor
4 
 outlet of diffuser

ex 
 exit of stage
h 
 hub

iso 
 isothermal condition
ts 
 total-to-static
tt 
 total-to-total
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Influence of Blade Deterioration
on Compressor and Turbine
Performance
Gas turbine operating state determination consists of the assessment of the modification
due to deterioration and fault of performance and geometric data characterizing machine
components. One of the main effects of deterioration and fault is the modification of
compressor and turbine performance maps. Since detailed information about actual
modification of component maps is usually unavailable, many authors simulate the effects
of deterioration and fault by a simple scaling of the map itself. In this paper, stage-by-
stage models of the compressor and the turbine are used in order to assess the actual
modification of compressor and turbine performance maps due to blade deterioration.
The compressor is modeled by using generalized performance curves of each stage
matched by means of a stage-stacking procedure. Each turbine stage is instead modeled
as two nozzles, a fixed one (stator) and a moving one (rotor). The results obtained by
simulating some of the most common causes of blade deterioration (i.e., compressor
fouling, compressor mechanical damage, turbine fouling, and turbine erosion), occurring
in one or more stages simultaneously, are reported in this paper. Moreover, compressor
and turbine maps obtained through the stage-by-stage procedure are compared with the
ones obtained by means of map scaling. The results show that the values of the scaling
factors depend on the corrected rotational speed and on the load. However, since the
variation in the scaling factors in the operating region close to the design corrected
rotational speed is small, the use of the scaling factor as health indices can be considered
acceptable for gas turbine health state determination at full load. Moreover, also the use
of scaled maps in order to represent compressor and turbine behavior in deteriorated
conditions close to the design corrected rotational speed can be considered acceptable.
�DOI: 10.1115/1.4000248�

1 Introduction
In gas turbines, one of the major contributions to performance

decrease in both compressor and turbine �either gas generator or
power turbine� is due to blade deterioration and fault. In literature,
a wide number of papers deal with this subject. A recent and
comprehensive review of the degradation in industrial gas turbine
can be found in Ref. �1�. In particular, the main mechanisms re-
sponsible for blade deterioration and fault are �i� fouling, caused
by the adherence of particles to blades, which results in an in-
creased surface roughness and in changes to the shape of the
airfoil; �ii� corrosion, which is caused by inlet air contaminants
and by fuel and combustion derived contaminants, �iii� erosion,
which consists of abrasive removal of material caused by particles
impinging on flow surfaces; �iv� mechanical damage, caused by
dramatic failure, either of the entire blade or of part of the blade
due to exogenous causes �i.e., ingestion of foreign objects� or
indigenous causes �i.e., part of the engine itself�.

One of the main effects of blade deterioration is the modifica-
tion of compressor and turbine performance maps. Since detailed
information about actual modification of component maps is usu-
ally unavailable, many authors simulate the effects of deteriora-
tion and fault by scaling the map itself, i.e., by multiplying, point
by point, the maps in new and clean condition by scaling factors
F �2–4�. Different scaling factors can be used: compressor and
turbine maps are usually scaled by multiplying efficiency and cor-
rected mass flow rate at constant pressure ratio �or equivalent
parameter, such as �h0s /T� and at constant corrected rotational

speed �2–4�. For example, the effects of a 5% reduction in the
scaling factor for compressor efficiency and a 10% reduction in
the scaling factor for the compressor corrected mass flow rate are
shown in Fig. 1.

The modification of compressor and turbine performance maps
with respect to new and clean condition due to actual deteriora-
tions and faults can be then assessed by calculating the map scal-
ing factors through the inverse solution of the program for gas
turbine thermodynamic cycle calculation, in order to reproduce
the measurements taken on the gas turbine �2–4�. If map scaling
actually represents compressor and turbine map modification, then
map scaling factors can be considered as gas turbine health indi-
ces, since they would be sensitive to the gas turbine health state
only, while they would not be dependent on the gas turbine oper-
ating point �2–4�. Map scaling through scaling factors to match
the actual gas turbine operating point implies that the shape of
faulty curves is modified. This modification does not depend on
the physics of actual deterioration, but is aimed at matching a
single actual operating point, as can be seen in Fig. 1.

A different approach consists of investigating the effects of
compressor and turbine stage deterioration by using stage-by-
stage models �5–12�.

In this paper, the effect of compressor and turbine blade dete-
rioration is simulated through a stage-by-stage model, which uses
generalized stage performance curves matched by means of a
stage-stacking procedure �13�. In particular, compressor maps are
predicted by using generalized relationships between stage effi-
ciency, pressure coefficient, and flow coefficient �each of them
normalized with respect to the respective reference value�. Tur-
bine maps are instead predicted by modeling each turbine stage by
means of a series of two nozzles, a fixed one �stator� and a moving
one �rotor�.

The results obtained by simulating some of the most common
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causes of blade deterioration �i.e., compressor fouling, compressor
mechanical damage, turbine fouling, and turbine erosion�, which
occur in one or more stages simultaneously, are reported in the
paper. Moreover, compressor and turbine maps obtained through
the stage-by-stage procedure are compared with the ones obtained
by means of map scaling.

2 Compressor and Turbine Stage-by-Stage Modeling
Thermodynamics-based models used for the simulation of gas

turbine operation both in steady-state and in transient conditions
require the knowledge of compressor and turbine performance
maps �14–20�. These data are, however, proprietary to gas turbine
manufacturers and are not usually available.

Different methods exist to predict compressor and turbine per-
formances, such as the use of nondimensional component maps
and scaling techniques �21,22� or the use of stage-by-stage com-
pressor and turbine models, which allows the obtainment of the
overall multistage compressor and turbine maps through a stage-
stacking procedure, by using generalized stage performance
curves �23–26�. This second approach, which is more general and
allows a detailed stage-by-stage analysis of the flow through the
compressor and the turbine, was used to set up a model for the
prediction of compressor and turbine performance maps �13�, and
was also successfully applied for wet compression modeling
�27,28�. Similar stage-by-stage compressor models were also suc-
cessfully used in literature to investigate the effects of compressor
stage deterioration on compressor and gas turbine performance
�5–12�.

2.1 Stage-by-Stage Procedure Application. Compressor and
turbine modeling is carried out in this paper through a stage-by-
stage procedure, which is outlined in the Appendix. This proce-
dure was used to build compressor and turbine performance maps,
in which blade deteriorations occur.

In order to build the performance maps, the knowledge of many

geometric parameters, which is not always available, is required.
The following simplifications discussed in Ref. �13� were made in
order to evaluate compressor and turbine performance maps.

• Mean diameters were supposed constant and equal to the
mean diameter of the first stage both for compressor and
turbine.

• For the compressor only, the geometrical similitude of the
stages was assumed.

The main parameters of the compressor and the turbine are
reported in Tables 1 and 2, respectively. These data refer to the
TG20 FiatAvio gas turbine. The fluid at the compressor inlet was
assumed humid air at ISO conditions, while the fluid at the turbine
inlet was assumed to be combustion gas with natural gas as fuel.

3 Results and Discussion

3.1 Effect of Fouling and Mechanical Damage on Com-
pressor Performance Maps. Two of the most common causes of
compressor blade deterioration, i.e., fouling and mechanical dam-
age, were simulated in one or more stages simultaneously. In case
of fouling, the analyses were carried out by considering three
different situations, in which the deterioration affects �i� the first
stage only, �ii� all the stages gradually by imposing a deteriora-

Fig. 1 Compressor efficiency and pressure ratio versus cor-
rected mass flow: „—… new and clean condition; „---… 5% reduc-
tion in the scaling factors for efficiency and 10% for corrected
mass flow

Table 1 Compressor parameters

Quantity Value Unit

No. of stages 18
�TiC�r 288.15 K
�piC�r 101.3 kPa
HR 60 %
�MiC�r 159.0 kg/s
�AiC�r 0.768 m2

�r 11 -
��sC�r 0.889 -
�p,max

� 1.115 -
�� ��p,max

0.835 -
��p

� /���min 0.04 -
�� ���p / ��min

0.20 -
��p

� /���max 1.46 -
�� ���p / ��max

0.92 -
SF �0.3 -

Table 2 Turbine parameters

Quantity Value Unit

No. of stages 3
�TiT�r 1371.15 K
�piT�r 1080.0 kPa
�poT�r 104.4 kPa
�MiT�r 162.1 kg/s
�AiT�r 0.431 m2

��sT�r 0.88 -
Yimin

� − 1

�i
min
* − 1�2

0.005 -

Yimax

� − 1

�imax
� − 1�2

0.035 -

�1 1.297 -
R1 0.253 -
�2 1.274 -
R2 0.438 -
�3 1.000 -
R3 0.500 -
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tion, which progressively decreases from the first to the last stage
�the last three stages are not considered fouled�, or �iii� the whole
compressor. In case of mechanical damage, the analyses were car-
ried out by considering only the situation in which the deteriora-
tion affects the first stage.

Three different corrected rotational speeds in the range 95–
105% of the reference corrected rotational speed were analyzed.

According to Refs. �29–31�, which summarize both operational
field experiences and simulated data, fouling was modeled
through a decrease in the flow passage area, coupled with a de-
crease in efficiency. In particular, the ratio between the variation
in the flow passage area and efficiency was assumed equal to 2.
Mechanical damage was instead modeled through a decrease in
efficiency only.

The variation in these parameters with respect to new and clean
condition values are reported in Table 3 for all the cases presented
in the paper. It should be pointed out that, in case of fouling, the
area variation accounts for the variation in compressor swallowing
capacity, which, in turn, accounts for two contributions. The first
one is a geometrical contribution �e.g., blade surface or roughness
modification�, while the second one accounts for fluid-dynamic
blockage effects, due to the boundary layers thickening, which
leads to a reduction of the actual flow passage area �32,33�.

The results for the case of fouling are reported in Figs. 2–4 in
terms of nondimensional pressure ratio and efficiency against non-
dimensional corrected mass flow rate. As can be noticed, fouling
causes a shift of the pressure ratio curve toward a lower corrected
mass flow rate value. The same occurs for efficiency curves. In
addition, a remarkable shift of the efficiency curves toward lower
efficiency values can be noticed both for the “gradual” and for the
“whole compressor” deterioration �Figs. 3 and 4�.

Figures 2–4 highlight that corrected mass flow rate values in
choked region for the fouled compressor depends on the variation
in the flow passage area and on the corrected rotational speed. A
specific analysis that was conducted showed that both these de-
pendences can be considered approximately linear. The results are
reported in Fig. 5 for the case of a nondimensional corrected
rotational speed equal to 1.00 only. The results for other nondi-
mensional corrected rotational speeds are not reported, since they
proved almost parallel. It can be noticed that the corrected mass
flow rate in the choked region decreases linearly by decreasing the
flow passage area. The rate of decrease depends on the number of
stages affected by fouling: if only the first stage is fouled, the
corrected mass flow rate decrease is approximately 2% for a 10%
area decrease, while the decrease is about 10% for the same area
decrease when fouling occurs on the whole compressor.

For the sake of brevity the effect of mechanical damage �simu-
lated through a decrease in stage efficiency only� is shown in Fig.
6 in the case of damage occurring in the first stage only. It can be
seen that, even if the area is not decreased, the corrected mass
flow rate slightly decreases at a given corrected rotational speed
due to the decrease in efficiency.

3.2 Effect of Fouling and Erosion on Turbine Performance
Maps. Two of the most common causes of turbine blade deterio-
ration, i.e., fouling and erosion, were simulated by considering
that deterioration affects either whole turbine or the first stator
only. Three different corrected rotational speeds were analyzed
from 90% to 110% of the reference corrected rotational speed.

Fouling was described by a decrease in the flow passage area
and an increase in stage losses Y ��A� /�Y�=−2�. The erosion
considered in the paper only consists of the cut-back of the trail-
ing edge by keeping the tip clearance constant, so that blade chord
is reduced and the flow passage area is increased, while efficiency
remains in practice unchanged �29,31�. The variation in these pa-
rameters with respect to new and clean condition values are re-
ported in Table 4 for all the cases presented in the paper. As
already underlined for compressor fouling, the area variation con-
sidered to simulate turbine fouling accounts for the variation in
turbine swallowing capacity, which accounts both for a geometri-
cal and for a fluid-dynamic flow modification.

A synthesis of the analyses performed is reported in Figs. 7–11

Table 3 Simulated compressor deterioration

Stage No. 1 2–3 4–6 7–9 10–12 13–15 16–18

Fouling

First stage �A�=−10%
���=−5%

- - - - - -

Gradual �A�=−10%
���=−5%

�A�=−10%
���=−5%

�A�=−8%
���=−4%

�A�=−6%
���=−3%

�A�=−4%
���=−2%

�A�=−2%
���=−1%

-

Whole
compressor

�A�=−10%
���=−5%

�A�=−10%
���=−5%

�A�=−10%
���=−5%

�A�=−10%
���=−5%

�A�=−10%
���=−5%

�A�=−10%
���=−5%

�A�=−10%
���=−5%

Mech. damage
First stage ���=−5% - - - - - -

Fig. 2 Effect of fouling on the first compressor stage
„�A�=−10% and ���=−5%…
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in terms of nondimensional corrected mass flow rate and effi-
ciency against the ratio between nondimensional isentropic en-
thalpy variation and turbine inlet temperature.

As can be noticed, fouling causes a shift of the corrected mass
flow rate and efficiency curves toward lower values �Figs. 7–9�.

Otherwise, erosion causes a shift of the corrected mass flow rate
curves toward higher values, while efficiency curves are in prac-
tice unaffected by this type of deterioration �Figs. 10 and 11�, as
reported in Refs. �29,31�.

It can be also noted that, in case of fouling, the shift of the
corrected mass flow rate and efficiency curves toward lower val-
ues is, in practice, independent of the number of stages affected by
fouling. In fact, when the flow passage area of the first stator of
the turbine reduces because of fouling, reductions in the flow
passage areas of rotor, and stator cascades after the first stator
negligibly affect the mass flow rate. If fouling only occurs in the
first stator �Fig. 7�, a saturation effect is highlighted in the choked
region, where the corrected mass flow rate becomes constant and
independent of the corrected rotational speed. This is due to the
fact that, for the considered turbine, the flow through the first
turbine nozzle is not choked in new and clean conditions. This
fact is clearly highlighted by turbine performance maps in new

Fig. 3 Effect of gradual fouling on all the stages

Fig. 4 Effect of fouling on the whole compressor „�A�=−10%
and ���=−5%…

Fig. 5 Effect of fouling „�A� /���=2… on the nondimensional
corrected mass flow in the choked region for the reference cor-
rected rotational speed „��=1.0…

Fig. 6 Effect of mechanical damage on the first compressor
stage „���=−5%…
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and clean conditions, in which corrected mass flow rate values in
the choked region depend on the corrected rotational speed. In
case of fouling in the first stator only, the decrease in the first
nozzle flow passage area leads to choked conditions in the turbine
first nozzle, so that corrected mass flow rate values become inde-
pendent of the corrected rotational speed.

As regard turbine erosion �Figs. 10 and 11�, the shift of the
corrected mass flow rate curves slightly depends on the number of
stages affected by erosion, as also happens in case of fouling
�Figs. 7–9�. However, differently from fouling, when erosion only
occurs in the first stator �Figs. 10�, the dependence of �� in the
choked region with respect to the corrected rotational speed is
more marked than in the case in which erosion occurs in the
whole turbine �Figs. 11�.

Finally, a specific analysis was conducted and showed that the
dependence of �� in the choked region with respect to the varia-
tion in the flow passage area is approximately linear, as shown in
Fig. 12, only for the case of a nondimensional corrected rotational
speed 	� equal to 1.0 and area variation occurring only in the
turbine first stator. The rate of increase in the corrected mass flow

rate in the choked region due to erosion is about 0.8% for a 1.0%
area increase, while fouling causes a decrease of �� in the choked
region equal to about 1.0% for a 1.0% area decrease.

3.3 Comparison Between Stage-by-Stage Analysis and
Map Scaling. Map scaling is usually adopted to evaluate the ma-
chine health state through gas path analysis �GPA� techniques
�2–4,30�. As already outlined in the Introduction, scaling consists
of multiplying the healthy compressor and turbine maps by a con-
stant scaling factor F, in order to match the actual operating point.
As already observed, this implies a deformation of the curve.

The performance maps obtained through the stage-by-stage
analysis previously shown were compared with the ones obtained
through map scaling. In particular, the maps built by means of
stage-by-stage modeling were assumed to be the actual deterio-
rated curves.

Healthy curves are then scaled to match the deteriorated curves
in order to:

• match the operating point on the deteriorated curve charac-
terized by the maximum pressure ratio �compressor� or the

Table 4 Simulated turbine deterioration

Stage No. 1 stator 1 rotor 2 stator 2 rotor 3 stator 3 rotor

Fouling

First stator �A�=−6%
�Y�=+3%

- - - - -

Gradual �A�=−6%
�Y�=+3%

�A�=−6%
�Y�=+3%

�A�=−4%
�Y�=+2%

�A�=−4%
�Y�=+2%

�A�=−2%
�Y�=+1%

�A�=−2%
�Y�=+1%

Whole turbine �A�=−6%
�Y�=+3%

�A�=−6%
�Y�=+3%

�A�=−6%
�Y�=+3%

�A�=−6%
�Y�=+3%

�A�=−6%
�Y�=+3%

�A�=−6%
�Y�=+3%

Erosion
First stator �A�=+6% - - - - -
Whole turbine �A�=+6% �A�=+6% �A�=+6% �A�=+6% �A�=+6% �A�=+6%

Fig. 7 Effect of fouling on turbine first stator „�A�=−6% and
�Y�=+3%… Fig. 8 Effect of gradual fouling on the whole turbine
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maximum ratio between nondimensional isentropic enthalpy
variation and turbine inlet temperature �turbine� �S1�

• match the operating point on the deteriorated curve charac-
terized by the minimum pressure ratio �compressor� or the
minimum ratio between nondimensional isentropic enthalpy
variation and turbine inlet temperature �turbine� �S2�

• minimize the root mean square error �RMSE� between the
healthy and faulty map �S3�

The RMSE values for both mass flow rate and efficiency curves
were calculated on 100 operating points �for each curve�, with the
same pressure ratio for the compressor �Figs. 13�a� and 13�b��,
and the same �h0s

� /T� value for the turbine. Figure 13�c� shows
the usual representation of the efficiency against the corrected
mass flow rate, for a given value of the corrected rotational speed.

In addition to map scaling, the translation of the healthy curve
was also considered, in order to match the deteriorated curve and,
consequently, the curve shape was not varied. In this case, the
three operations considered above �left-hand and right-hand ex-
treme matching and the root mean square error minimization� are
identified as T1, T2, and T3, respectively �not reported in Figs.
13�a�–13�c��.

This analysis was carried out at three different rotational speeds
for fouling occurring in the compressor, both on the first stage
only and on the whole compressor. The results of this analysis for

Fig. 9 Effect of fouling on the whole turbine „�A�=−6% and
�Y�=+3%…

Fig. 10 Effect of erosion on turbine first stator „�A�=+6%…

Fig. 11 Effect of erosion on the whole turbine „�A�=+6%…

Fig. 12 Effect of turbine first stator fouling and erosion on
turbine nondimensional corrected mass flow in the choked re-
gion „��=1.0…
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the case of fouling occurring on the first stage only are reported in
Figs. 14 and 15.

Figure 14 shows the RMSE values on compressor mass flow
rate: it can be noticed that the error decreases when the corrected

rotational speed is increased. This result may be due to the fact
that at high rotational speeds the curves are steeper and so they are
less affected by the deformation consequent to the scaling. More-
over, translation and scaling are in practice equivalent.

In Fig. 15, the RMSE values on compressor efficiency are re-
ported. In this case, the decrease of RMSE values by increasing
the corrected rotational speed cannot be observed, since the effi-
ciency trend is almost independent of the corrected rotational
speed.

Figures 14 and 15 highlight that scaling factors depend on the
corrected rotational speed and on the load �i.e., on the operating
point chosen for map scaling�. However, since the variation of the
scaling factors F in the operating region close to the design cor-
rected rotational speed is small, the use of the scaling factors as
health indices can be considered acceptable for compressor health
state determination close to the design condition. Moreover, also
the use of scaled maps in order to represent compressor behavior
in deteriorated conditions close to the design corrected rotational
speed can be considered acceptable since, in this condition, the
RMSE is lower than about 1%. Otherwise, these maps should not
be used for the simulation of compressor behavior in deteriorated
conditions at low corrected rotational speed, e.g., during gas tur-
bine start-up �19�, since RMSE values increase by decreasing the
corrected rotational speed.

A similar analysis was carried out for the turbine. Figures 16
and 17 refer to the results that can be obtained in the case of
fouling only affecting the first turbine stator. As usual, the results
report the effects on both mass flow rate and efficiency.

Also in this case the scaling factors depend on the corrected
rotational speed and on the load. In any case, the use of the scal-
ing factors as health indices can be considered once again accept-
able for turbine health state determination, since the variation in
the scaling factors F is small. Moreover the use of scaled maps in
order to represent turbine behavior in deteriorated conditions can

Fig. 13 „a… Compressor pressure ratio curve scaling, „b… com-
pressor efficiency curve scaling „��−�� coordinates…, and „c…
compressor efficiency curve scaling „��−�� coordinates…

Fig. 14 Error on mass flow rate for scaling and translation for
fouling „�A�=−10% and ���=−5%… occurring in the compres-
sor first stage

Fig. 15 Error on efficiency for scaling and translation for foul-
ing „�A�=−10% and ���=−5%… occurring in the compressor
first stage

Fig. 16 Error on mass flow rate for scaling and translation for
fouling „�A�=−6% and �Y�=+3%… in the first turbine stator
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be considered acceptable since the RMSE is lower than about 1%.
Finally, it has to be underlined that the numerical results pre-

sented in this paragraph are strictly dependent on the shape of the
characteristic curves. In particular, the compressor curves at con-
stant corrected rotational speed are characterized by a quite wide
range of corrected mass flow. This type of compressor maps was
used in order to analyze one of the worst cases.

4 Conclusions
In this paper, stage-by-stage models of the compressor and tur-

bine were used in order to assess the actual modification of com-
pressor and turbine performance maps due to blade deterioration.
The results obtained by simulating some of the most common
causes of blade deterioration �i.e., compressor fouling, compressor
mechanical damage, turbine fouling, and turbine erosion�, which
occur in one or more stages simultaneously, were reported in the
paper.

In case of compressor fouling, the values of corrected mass
flow rate in the choked region decreases linearly by decreasing the
flow passage area. The rate of decrease depends on the number of
stages affected by fouling: if only the first stage is fouled, the
corrected mass flow rate decrease is approximately 2% for a 10%
area decrease, while, when fouling occurs on whole compressor,
the decrease is proportional to the flow passage area decrease.

In case of compressor mechanical damage, even if the area is
not decreased, the corrected mass flow rate slightly decreases due
to the decrease in efficiency.

In case of fouling and erosion affecting turbine stages, fouling
causes a shift of the corrected mass flow rate and efficiency curves
toward lower values, while erosion causes a shift of the corrected
mass flow rate curves toward higher values with efficiency curves,
which are in practice unaffected by this type of deterioration. It
can be noted that, in both cases of fouling and erosion, the shift of
the corrected mass flow rate and efficiency curves slightly de-
pends on the number of stages affected by the degradation. How-
ever, when fouling or erosion only occurs in the first stator, the
dependence of the corrected mass flow rate values in the choked
region on the corrected rotational speed changes, decreasing in
case of fouling and increasing in case of erosion. The dependence
of corrected mass flow rate in the choked region from the varia-
tion in the flow passage area is approximately linear. In particular,
for the case of a nondimensional corrected rotational speed equal
to 1 and the area variation occurring only in the turbine first stator,
the increase in the corrected mass flow rate in the choked region is
about 0.8% for a 1.0% area increase due to erosion, and about
1.0% for a 1.0% area decrease due to fouling.

Finally, compressor and turbine maps obtained through the
stage-by-stage procedure were compared with the ones obtained
by means of map scaling. The maps built by means of the stage-
by-stage compressor and turbine modeling were assumed to be the
actual deteriorated curves. Healthy curves were then scaled in
order to match the deteriorated curves. The results show that root

mean square errors for the cases analyzed are usually lower than
about 1%. This analysis also highlights that scaling factors depend
on the corrected rotational speed and on the load �i.e., on the
operating point chosen for the map scaling�. However, since the
variation of the scaling factors in the operating region close to the
design corrected rotational speed is small, the use of the scaling
factors as health indices can be considered acceptable for gas
turbine health state determination at full load. Moreover, also the
use of scaled maps in order to represent compressor and turbine
behavior in deteriorated conditions close to the design corrected
rotational speed can be considered acceptable since, in this con-
dition, the root mean square error is lower than about 1%.

It should be noted that the numerical results are specific to the
engine considered, since they depend on the shape of the charac-
teristic curves. However, since the compressor curves at constant
corrected rotational speed are characterized by a quite wide range
of corrected mass flow, the analyzed case represents one of the
worst cases. In any case, the directional results should hold.

One of the main achievements of this paper is that stage-by-
stage performance map modeling allowed the analysis of indirect
and coupling effects of faults. For instance, compressor mechani-
cal damage also leads to a decrease of the mass flow rate, though
it is usually simulated by means of a variation in compressor
efficiency only. On the other hand, stage-by-stage performance
map modeling needs a huge amount of information, rarely avail-
able to GT users, about stage geometry and performance.
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Nomenclature
A 
 area
cp 
 specific heat at constant pressure
cv 
 specific heat at constant volume
F 
 scaling factor
h 
 specific enthalpy
i 
 incidence angle
k 
 cp /cv

M 
 mass flow rate
n 
 number of stages
N 
 rotational speed
p 
 pressure
R 
 ��h�rot / ��h�stage degree of reaction, gas

constant
RH 
 relative humidity

RMSE 
 root mean square error
SF 
 shape factor

T 
 temperature
U 
 blade speed at the mean radius
V 
 absolute flow velocity
W 
 relative flow velocity
Y 
 total pressure loss coefficient
� 
 pressure ratio
� 
 variation
� 
 Va /U flow coefficient
� 
 1 /R�Tr

T cp�T��dT /T�+��Tr�
� 
 efficiency
� 
 �M�T0� / p0 corrected mass flow rate
	 
 =N /�T0 corrected rotational speed

�p 
 �h0s /U2 pressure coefficient
� 
 �h0 /U2 stage aerodynamic loading coefficient

Fig. 17 Error on efficiency for scaling and translation for foul-
ing „�A�=−6% and �Y�=+3%… in the first turbine stator
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Subscripts and Superscripts
� 
 normalized value with respect to the reference

value
0 
 total physical state
A 
 ambient, axial
c 
 compressor
I 
 inlet conditions to ith stage, inlet section

i+1 
 outlet conditions from ith stage=inlet condi-
tions to �i+1�th stage

max 
 maximum
min 
 minimum

O 
 outlet section
R 
 reference value

rot 
 rotor
S 
 isentropic

stage 
 stage
stat 
 stator

t 
 turbine
th 
 throat

Appendix
Compressor. The overall multistage compressor performance

maps �which relate overall pressure ratio �C, efficiency �C, cor-
rected mass flow �C, and corrected rotational speed 	C� were
obtained through a stage-stacking procedure by using generalized
stage performance curves �which, in turn, link together pressure
coefficient �p, stage efficiency �, and flow coefficient ��, which
allow the stage-by-stage evaluation of the outlet conditions from
the knowledge of those at inlet. The methodology was presented
in detail in Ref. �13� to predict gas turbine performance maps
starting from experimental data.

In order to model each compressor stage, generalized relation-
ships between �p

� =�p / ��p�r, ��=� / ���r, and ��=� / ���r were
used. These relationships allow the complete evaluation of stage
characteristics once the stage reference point ���p�r , ���r , ���r� is
known.

The first generalized relationship, �p
� =�p

���� ,SF�, was set up
based on the work of Muir et al. �34�, who obtained a single
generalized curve by fitting experimental data points over a large
number of compressor stages. In order to account for different
stage characteristics based on different stage types �including tran-
sonic and supersonic stages�, a parameter called shape factor SF
was introduced to obtain a number of generalized curves covering
all experimental data reported by Muir et al. �34�. In this manner,
the equation of generalized curves becomes �13�

�p
� = �p,max

� −
��p,max

� − 1� · �����p,max
+ SF · �����p,max

− 1� − ���2

�����p,max
+ SF · �����p,max

− 1� − 1�2

�A1�

In Fig. 18 four curves �p
� =�p

���� ,SF�, obtained by using SF equal
to �0.5, �0.3, 0.0, and 1.0, respectively, are shown, together with
the experimental data points and the curve reported by Muir et al.
�34�. The value of SF=−0.3 was adopted in this paper, since it
allows a good approximation of the experimental stage data rep-
resented by a cross in Fig. 18 �35�.

The second generalized relationship, ��=����p
� /���, was ob-

tained from the generalized stage efficiency curve proposed by
Howell and Bonham �36�

�� = 1 −
1 − �����p/��min

�1 − 	�p
�

��

min
�3.5	1 −

�p
�

��
3.5

,
�p

�

��
� �	�p

�

��

min

,1�
�A2�

�* = 1 −
1 − �����p/��max

�	�p
�

��

max

− 1�2	�p
�

��
− 1
2

,
�p

�

��
� �1,	�p

�

��

max
�
�A3�

Figure 19 shows the generalized stage efficiency curve obtained
by using Eqs. �A2� and �A3� compared with data obtained from
the curve proposed by Howell and Bonham �36�. This single
curve, together with the curves �p

� =�p
���� ,SF�, allows relation-

ships ��=����� ,SF� to be established for all types of compressor
stages.

The generalized stage characteristics allow the stage-by-stage
evaluation of the outlet conditions starting from the inlet ones
through the use of the following relationships:

h�T0�i+1�s� = h�T0i� + Ui
2�pi �A4�

h�T0�i+1�� = h�T0i� +
Ui

2�pi

�i
�A5�

p0�i+1�

p0i
= e���T0�i+1�s�−��T0i�� �A6�

�i+1 = �i
Ui

Ui+1

Ai

Ai+1

p0i

p0�i+1�

T0�i+1�

T0i
�A7�

By “stacking” all the n stages, it is possible to evaluate

• the overall pressure ratio �C= p0�n+1� / p01

• the overall total enthalpy variation �h0C=h�T0�n+1��
−h�T01�

Fig. 18 Generalized stage characteristics �p
� =�p

�
„�� ,SF… †13‡

and experimental data †34‡

Fig. 19 Generalized stage efficiency curve
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• the overall compressor isentropic efficiency

�C =
h�T0�n+1�s� − h�T01�

h�T0�n+1��
− h�T01�

where T0�n+1�s is determined by ��T0�n+1�s�=��T01�+ln �C

Turbine. The procedure used to obtain the performance maps of
a multistage turbine, which link together expansion ratio �T �or
the equivalent parameter ��h0s�T /T0iT�, efficiency �T, corrected
mass flow �T, and corrected rotational speed 	T, is based on the
following main assumptions, which were discussed in Ref. �13�:

• the splitting of the overall turbine enthalpy variation among
turbine stages in design conditions based on the aerody-
namic loading coefficient ��i� of each stage

��h0�i =
Ui

2�i

�
i=1

n

Ui
2�i

· ��h0�T �A8�

• the splitting of the stage enthalpy variation between stator
and rotor in design conditions based on the degree of reac-
tion of each stage �Ri�, by assuming that ��h�i��h0�i

��h�rot = Ri · ��h�i �A9�

��h�stat = ��h�i − ��h�rot �A10�
• the calculation of the absolute and relative flow angles in

design conditions as a function of �, �, and R, on the hy-
pothesis that axial velocity is constant through the stage

• the mathematical approximation of turbine cascade losses as
a function of incidence angle i �which, in turn, depends on
flow and stagger angles� by means of the following gener-
alized relationships:

Y� = 1 +
Yimin

� − 1

�imin
� − 1�2 �i� − 1�2, i� � �imin

� ,1� �A11�

Y� = 1 +
Yimax

� − 1

�imax
� − 1�2 �i� − 1�2, i� � �1,imax

� � �A12�

• the approximation of the mass flow rate characteristics of
each turbine cascade by means of nonisentropic converging
nozzle characteristics

M =
p2

RT2
· V2 · Ath �A13�

where p2, T2, and V2 are calculated starting from the physi-
cal state 01, the pressure ratio p01 / p2 and the losses Y across
the cascade, by using the following relationships �see Fig.
20�:

p01

p2
= e���T01�−��T2s�� �A14�

Y =
p01 − p02

p02 − p2
�A15�

p02

p2
= e���T01�−��T2�� �A16�

V2 = �2�h01 − h2�, where V2  �kRT2 �A17�

Choking conditions are reached when the corrected mass flow
�1 assumes its maximum value.

It can be noted that stator and rotor cascades can be mathemati-
cally modeled in the same manner, if absolute and relative veloci-
ties are considered for stator and rotor, respectively.

The overall performance maps of the multistage turbine are
obtained by matching the mass flow characteristics of each turbine
cascade �13�. An example of stator and rotor matching is sketched
in Fig. 21. The stator characteristic is plotted as

M =
�Ath�stat · p01

�T01

· F	 p

p01

 �A18�

For each M value, the static pressure at the stator exit �p2� and,
from the velocity triangle, the total relative physical state at the
rotor inlet �T02rel , p02rel� can be evaluated. This state is used to
evaluate the rotor mass flow characteristic �which, reported in
�p / p01, M� coordinates, appears as in Fig. 21�, which, in turn,
allows the evaluation of the static pressure at the rotor exit p3.
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Synchronous Response to Rotor
Imbalance Using a Damped Gas
Bearing
One type of test performed for evaluating bearings for application into turbomachinery is
the synchronous bearing response to rotor imbalance. This paper presents rotordynamic
tests on a rotor system using a 70 mm diameter damped gas bearing reaching ultra-high
speeds of 50,000 rpm. The main objective of the study was to experimentally evaluate the
ability of the damped gas bearing to withstand large rotor excursions and provide ad-
equate damping through critical speed transitions. Two critical speeds were excited
through varying amounts and configurations of rotor imbalance while measuring the
synchronous rotordynamic response at two different axial locations. The results indicated
a well-damped rotor system and demonstrated the ability of the gas bearing to safely
withstand rotor vibration levels while subjected to severe imbalance loading. Also, a
waterfall plot was used to verify ultra-high-speed stability of the rotor system throughout
the speed range of the test vehicle. In addition to the experimental tests, a rotordynamic
computer model was developed for the rotor-bearing system. Using the amplitude/
frequency dependent stiffness and damping coefficients for the ball bearing support and
the damped gas-bearing support, a pseudononlinear rotordynamic response to imbalance
was performed and compared with the experiments. �DOI: 10.1115/1.3157097�

1 Introduction
Rotor-bearing systems in high-speed turbomachinery are typi-

cally required to traverse several natural frequencies before reach-
ing nominal operating speed ranges. Safe and reliable machine
operation above and through critical speeds strongly depends on
the bearings that support the rotating assembly. Historically, high
performance turbomachines have used oil-based bearing and
damper technologies due to requirements for load capacity and
damping. Aircraft gas-turbine engines rely on soft-mounted roll-
ing element bearings using squirrel cage supports in combination
with squeeze film dampers to bound rotor vibration through criti-
cal speeds and to provide useful subsynchronous damping at high
operating speeds �1,2�. Turbomachinery in the oil and gas indus-
try, such as high pressure centrifugal compressors and turboex-
panders, typically incorporate oil-lubricated tilting pad journal
bearings and sometimes use squeeze film bearing support dampers
to provide rotordynamic reliability �3,4�. Ever increasing demands
for power density and efficiency are pushing oil-requiring bearing
technologies to their limits. One approach to meeting industry
demands is by replacing oil-requiring bearings with oil-free bear-
ings that use the working gas of the machine as lubrication. Gas
bearings, when designed properly, can allow for very high rotor
speeds while generating negligible power loss. Gases also can
operate at extreme temperatures whereas oil has temperature limi-
tations. Additionally, with the removal of the oil system, machine
design is simplified reducing part count and enhancing overall
system reliability. These advantages of gas lubrication can allow
for nonstandard rotor architectures and operating conditions that
result in better efficiency, higher power density, and lowered cost.
However, when considering application into high performance
turbomachinery, traditional gas-bearing systems �5� have inherent
disadvantages such as low load capacity, insufficient damping,
and/or compromised tolerance to misalignment and changes in

rotor geometry. To address these risks with traditional bearing
designs, a compliant hybrid gas bearing using oil-free bearing
support dampers was developed �6�. The intent of this bearing
concept was to enable the oil-free operation of heavy loaded tur-
bomachinery operating through a wide speed range. Therefore, the
bearing design incorporates external pressurization for 0 rpm lift,
compliant bearing pad surfaces for tolerance to misalignment, and
dampers in the bearing support for providing enhanced damping.
Initial studies �6� focused on component level testing involving
the measurement of rotordynamic force coefficients, determina-
tion of load capability for different modes of operation, and veri-
fication of the design concept. The next step was to integrate the
gas bearing into a rotor system as the main support bearing.

The present study evaluates a compliant hybrid gas bearing on
a system level by experimentally observing the influence of rotor
imbalance on vibration magnitudes, critical speed Q factors, and
system stability. Experiments were performed using moderate to
extreme levels of rotor imbalance. A secondary objective was to
develop a rotordynamic model that predicts the dynamics of the
rotor system using nonlinear bearing stiffness and damping coef-
ficients.

2 Experimental Setup
The experiments were conducted on an existing test rig initially

developed for evaluating the performance of rolling element bear-
ings and squeeze film dampers. The test rig was modified to allow
testing of a damped gas lubricated journal bearing in the aft loca-
tion of the rotor. The modified test rig design and cross section for
supporting an oil-free bearing is shown in Figs. 1 and 2. The test
rotor was operated through a two set gear train powered by a 75
hp dc motor, where it was limited to a speed of 50,000 rpm and
driven by a tight fitting spline coupling. Rotor thrust was gener-
ated using a thrust cavity, shop air was used to preload the ball
bearing �350 lb axial preload�, and a different air supply was used
to provide external pressurization �185 psi �gauge�� to the hybrid
gas bearing. Rotor vibration was measured at two different axial
locations. As shown in Fig. 1, both horizontal and vertical vibra-
tion probes were installed at the forward �fwd� and aft end. A light
probe at the end of the shaft was used as the key-phasor signal for
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monitoring rotational speed. Two ports on the top of the fwd and
aft outer housings were designed as access to the threaded imbal-
ance holes on two disks for exciting the first two critical speeds of
the rotor.

The forward end rotor support used an angular contact ball
bearing mounted in a squirrel cage centering spring with an un-
sealed center-fed squeeze film damper �SFD�. The squirrel cage,
which is in series with the ball bearing and in parallel with the
squeeze film damper, is shown in Fig. 2. The squirrel cage pro-
vides the rotor with static centering support and is an essential
component for locating rotor criticals. For this bearing support to
work effectively the squirrel cage radial stiffness is designed to be
significantly lower than the radial stiffness of the ball bearing. By

“soft-mounting” the ball bearing in series with the SFD the
equivalent damping of the bearing system is maximized, whereas
bearing dynamic loads and stresses are minimized �1�. Also, soft-
mounting �for straddle mounted rotors� locates the first two rotor
criticals �rigid body modes� at low operating speeds, while posi-
tioning the third rotor critical �bending mode� at a high speed,
potentially allowing for a wide operating speed margin without
encountering rotor resonances.

The aft end of the rotor is supported by a compliant hybrid gas
bearing using oil-free wire mesh dampers �WMDs� �6� in the
bearing support. The general bearing design is shown in Fig. 3 and
is comprised of four individual bearing pads that interface with
the bearing housing through two integral “S” springs. Each pad is

Fig. 1 Test rig layout and cross section
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“soft-mounted” to the bearing outer rim and has the capability of
being hydrostatically pressurized. The external hydrostatic pres-
sure through the bearing pads provides 0 rpm rotor lift, high load
capacity at low shaft speeds where hydrodynamic effects are
weak, and a stiff gas film in comparison to the integral spring
radial stiffness. The integral centering springs provide compliance
to misalignment, rotor excursions, and deformation in the rotor
geometry. The springs also enable tilting pad motion, which, in
turn, minimizes stiffness cross-coupling and maximizes the onset
speed of instability. One important function of the integral springs
is to provide centering of the rotor assembly. Due to the geometric
variability of the wire mesh and the tendency to creep over time,
the two integral centering springs are a crucial design feature that
ensures consistent and reliable centering of the rotating assembly.
This helps maintain operating clearance closures, which can influ-
ence the power output and efficiency of the machine.

To introduce damping into the bearing support two integral wire
mesh dampers are inserted on each axial side while being clamped
in place between the end plate and the damper bridge. Wire mesh
dampers have primarily been used as dampers for rolling element

bearings �7–9� but recently have been incorporated into gas lubri-
cated bearing systems �6�. These dampers are an oil-free damping
solution that can operate at extreme temperatures �10,11�, lack
requirements for auxiliary or ancillary devices, do not require the
sealing that an SFD necessitates, and are low cost.

3 Rotor Imbalance
Imbalance in rotating systems is the most common cause of

machine vibration and results from the center of mass of the ro-
tating system being offset from the axis of rotation �12�. Selec-
tively or collectively this uneven radial mass distribution can ma-
terialize from several sources such as manufacturing,
nonhomogeneity of the material, offset of the geometric centerline
with respect to the axis of rotation, rotor asymmetry, thermal dis-
tortion, stack-up errors, bent shaft, and corrosion. Several balance
specifications have been developed, the most common of which
are the International Standards Organization �ISO� �13� and the
American Petroleum Institute �API� �12� as shown in Fig. 4. The
ISO standard was developed to incorporate a wide range of rotat-

Fig. 2 Rotor support configurations

Fig. 3 Compliant hybrid gas bearing using integral wire mesh bearing support dampers †6‡
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ing equipment from car wheels to gyroscopes, where turboma-
chinery falls between balance grades G2.5 and G6.3. The API
specification on the other hand puts forth a more stringent require-
ment on residual imbalance in turbomachinery, which has an
equivalent ISO imbalance grade of G0.7. Nevertheless, the objec-
tive of both standards is the same, which is to provide the end user
with a reliable mechanical system throughout the life of the ma-
chine.

The test matrix is shown in Fig. 4 and defines four different
imbalance configurations. The rotor system has two critical speeds
in the operating speed range. Both modes are virtually rigid body
modes �very little shaft bending� where the first critical is a
bounce mode and the second is a conical mode with antinodes of
vibration at the ends of the rotor. The third critical speed or bend-
ing mode was calculated to be at 56 krpm, well beyond the speed
capability of the test rig. The first and second tests involved ex-
citing the first bounce mode using two different levels of imbal-
ance as shown in Fig. 4. By placing unbalanced weights at the
same phase angle on both the aft and fwd imbalance planes the
bounce mode was excited. The third test required placing weights
180 deg apart for exciting the conical mode. The final test �Test 4�
used a combinational imbalance configuration so that both the first
and second modes were excited. The four test points are plotted
with respect to the ISO and API standards. Considering helicopter
turboshaft engine rotor systems, the tests shown in Fig. 4 repre-
sent a range of typical operating imbalances over time �Test 1� to
severe imbalance loading �Test 2�. For example, a typical high-
speed gas generator spool weighing 50 lbs is built to have a re-
sidual imbalance balance of 0.8 g in. and the low speed power
turbine spool weighing 47 lbs is balanced to 0.4 g in. For oil and
gas turbomachinery the API specification drives residual imbal-
ance, however during the design phase, rotor systems are often
engineered to take 4–20 times API depending on the application.
Centrifugal compressors are designed using 4 times API and over
time can experience 10 times API rotor imbalance limits in ex-
treme field cases. Turboexpanders working with multiphase fluids
often use imbalance magnitudes reaching 20 times API to verify
designs. The tests shown here subject the gas bearing to imbalance
loading up to 50 times API.

Before performing the four imbalance tests listed in Fig. 4, a
baseline test was required �Fig. 5�. The top two plots in Fig. 5
illustrate the horizontal and vertical synchronous vibration re-
sponses of the rotor at the fwd and aft probe locations of up to
50,000 rpm with slow roll compensation. The vibration was mea-

sured to be low due to the low residual baseline imbalance of
0.20 g in., making it difficult to discern critical speed peaks. The
lower plot shows the waterfall of the aft vertical probe and shows
that the main vibration is the synchronous vibration. Note that the
modes at 8 krpm and 15 krpm are not subsynchronously excited,
indicating an inherently stable bearing system. There is however a
small 1

4 tracking subharmonic frequency, which is hypothesized to
come from the gearbox drive.

4 Rotordynamic Model
This section describes the rotor model, bearing support param-

eters, and the method used to generate the rotordynamic response.
The finite element model of the rotor is shown in Fig. 6, where
station 22 represents the location of the fwd probe and station 39
represents the aft probe location. The rotor model interfaces with
ground through the two bearings and a spline coupling �station 3�.
The spline coupling was modeled with only a stiffness �kS

=20 klb / in.� calculated using a separate finite element model.
The aft end of the rotor is supported at station 49 by the oil-free

bearing. The fwd end of the rotor has a two level support, where
the ball bearing is linked from station 13 to station 55 and the
squirrel cage bearing support is linked from station 55 to ground.
The aft and fwd bearing support parameters are shown in Figs. 7
and 8. Note that the equivalent fwd bearing support stiffness kFWD
is the sum of the squirrel cage radial stiffness kSC and the squeeze
film stiffness kSFD �Eq. �1��. Similarly, the equivalent aft bearing
support stiffness kAFT is the sum of the gas-bearing integral spring
stiffness values �kIS=k1+k2� and the WMD stiffness kWMD �Eq.
�2��. Since the squeeze film damper has a clearance, which can
collapse at high vibration amplitudes, it was necessary to link the
ball bearing stiffness and damping �kBB=250 klb / in. and cBB
=3 lb s / in.� in series with the bearing support �squirrel cage and
SFD�. The imbalance loading for the forced synchronous response
calculation was based on the experimental test matrix �Fig. 4� and
linked to stations 20 and 42 of the rotor model �Fig. 6�.

Figures 9 and 10 show the fwd and aft damper force coeffi-
cients used in the analysis. The squeeze film coefficients were
generated using Eqs. �3� and �4�. Equations �3� and �4� are derived
from short bearing theory and are valid for short length unsealed
�open ends� dampers with centered circular orbits using a half
circumferential film cavitation assumption and no inertia effects
�14�. Squeeze film dampers are sometimes referred to as possess-
ing “dynamic stiffness,” meaning that “stiffness” like behavior is

Fig. 4 Machine imbalance grades, rotor modes, and experimental test matrix
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generated with damper whirl velocity and therefore is frequency
dependent. Dynamic stiffness kSFD as shown in Eq. �3� is really
cross-coupled damping CRT �14� multiplied by the frequency and
portrays a hardening spring behavior with increasing amplitudes

and frequencies. The squeeze film damping is defined in Eq. �4�
and is frequency independent but has a nonlinear dependence in
relation to whirl amplitude.

Fig. 5 Baseline test with 0.20 g in. rotor imbalance: 8.1Ã10−06 lb in. / lb specific residual imbalance

Fig. 6 Rotor model

Fig. 7 SFD and squirrel cage design parameters

Fig. 8 WMD and integral spring design parameters

Fig. 9 SFD and WMD nonlinear stiffness coefficients
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The WMD stiffness and damping coefficients for quantity 2
dampers were generated through bench-top testing �15� while con-
trolling frequency and vibration amplitude. The gas film force
coefficients were not taken into account, therefore the aft bearing
support is modeled only with the WMD and integral springs. The
integral springs are modeled to have a constant radial stiffness
adding to the WMD stiffness while contributing no damping. As
shown in Fig. 9 the WMD were measured to possess a softening
spring characteristic with increasing vibration amplitude while
showing slight dependence on excitation frequency. This is con-
sistent with past studies using copper WMD �16,17,9�. The copper
wire mesh damping �Fig. 10� shows both amplitude and frequency
dependences where the damping decreases with increasing vibra-
tion amplitude and frequency. It has been shown that traditional
wire mesh materials such as stainless steel, Inconel, and copper
portray this type of stiffness and damping behavior �15�. How-
ever, it is important to stress that the reduction in damping with
increasing amplitude is not linear. Meaning that there is a mini-
mum damping value that is reached with increasing vibration am-
plitude and frequency �the damping does not become zero or
negative with increasing vibration amplitude/frequency�. In fact,
preliminary laboratory tests have indicated a reversal in damping
behavior for large amplitudes, most likely due to the appreciable
change in mesh density at high vibration amplitudes. Also, note
that as the damping drops with vibration so does the stiffness.
Therefore, impact on the modal damping ratio, with increasing
vibration amplitudes, is small.

kFWD = kSC + kSFD �1�

kAFT = kIS + kWMD = k1 + k2 + kWMD �2�

kSFD = CRT · � =
2 · � · R · L3 · � · �

C3 · �1 − �2�2 �3�

cSFD = CTT =
� · R · L3 · �

2 · C3 · �1 − �2�3/2 �4�

Although the rotor finite element model and synchronous
forced response calculation are linear, the bearing stiffness and
damping coefficients are nonlinear, as they are functions of vibra-
tion amplitude and frequency. Therefore, to capture the nonlinear
behavior an iterative method was used �18� for predicting the
rotordynamic response at stations 22 and 39. Figure 11 shows the
algorithm flow chart used to iterate between the force response
and bearing force coefficients. The analysis is run at steady state
conditions and begins with seeding the iteration for each rotor
speed by guessing at vibration amplitudes at stations 55 and 49.
This establishes stiffness and damping coefficients for the squeeze
film and wire mesh. Next, the force response is calculated and the
new vibration at stations 55 and 49 are used to calculate new
stiffness and damping coefficients. The single speed forced re-
sponse loop is performed until the difference in vibration magni-

tudes between successive iterations falls below a specified error
value. Once this condition is satisfied the rotor speed is changed
and the iteration between force coefficients and vibration ampli-
tudes starts again. An important part in the solution algorithm was
to account for the damper clearance by modeling the SFD and ball
bearing as a bilinear spring set. Bilinear stiffness �14� can behave
as a hardening spring when traversing a critical speed and mate-
rializes when the SFD land bottoms out on the support housing,
which then results in a sudden change in rotor support stiffness
�now controlled by the ball bearing spring rate�. The other type of
nonlinearity can come from the squeeze film cross-coupled damp-
ing term, which is defined in Eq. �3�. The results in Sec. 5 will
show that the hardening spring behavior was simulated and ex-
perimentally observed for the fwd end vibration of the rotor.

5 Experimental Results and Predictions
Each of the four imbalance test conditions described in Fig. 4

were simulated and compared with the experimental results and
are shown in Fig. 12. Each plot in Fig. 12 shows experimental
results that are representative of the maximum synchronous vibra-
tion component with run-out compensation measured during the
coast down from the maximum test operating speeds. Also, the
slow roll compensated synchronous orbit at the critical speed for
each test is shown. In these orbit plots, the imbalance location is
represented by a black dot. Each plot additionally has the imbal-
ance test configuration shown for reference.

Test 1 is shown to have a first critical speed at 8000 rpm and
representative Q levels �amplification factor at the critical speed�
of 3.5 on the ball bearing end and 3 on the gas-bearing end. In this
case the fwd SFD end response shows slightly lower vibration
levels when compared with the vibration on the gas-bearing end.
Predictions for this case matched well with the experimental data.
For the fwd end response the simulation underpredicts the damp-
ing at the critical speed but shows to follow the same trend with
rotor speed when compared with the experiments. For the aft vi-
bration, the softening spring behavior is seen in vicinity to the
critical speed.

The rotor imbalance in Test 2 was three times the imbalance
used in Test 1. This test demonstrates the ability of the bearing to
withstand rotor excursion roughly ten times a typical gas film
thickness. This ability comes from the compliance of the bearing
pads allowing the pad to conform to large rotor motion both trans-
lation and rotation. The external pressurization to the gas bearing
also contributes to sustain the severe imbalance loading, espe-
cially at the low critical speed of 8 krpm where hydrodynamics
are weak. Also, Q values are measured to be lower than the Q
values in Test 1 that used three times less imbalance. Up to 13
krpm the agreement between experiments and simulations is gen-
erally good, as the simulations predict the location of the critical
speed well and show moderate agreement on the vibration levels

Fig. 10 SFD and WMD nonlinear damping coefficients

Fig. 11 Iteration scheme using nonlinear coefficients
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at resonance. The discrepancy on the aft vibration at the critical
speed is hypothesized to be due to the change in WMD behavior
for large vibrations, as testing experience is limited to lower vi-
bration amplitude testing. Past 13 krpm there are three different
curves. The dotted line represents the uncavitated or � cavitated
SFD meaning that the squeeze film provides stiffness and damp-
ing as expressed in Eqs. �3� and �4�. Note that this line signifi-
cantly deviates from the experimental test results. It was suspected
that air entrainment �19� might have occurred due to the unsealed
damper configuration. Therefore, another simulation was per-
formed with a fully cavitated SFD. To obtain good agreement with
the experimental data several different SFD cavitation speeds
were tried. It was found that 13 krpm resulted in the best agree-
ment between experiments and predictions.

Test 3 excited a conical mode critical speed at 15 krpm. The
orbit measurements at the critical speed show the 180 deg imbal-
ance phase difference between the fwd and aft probes, verifying
the excitation of a conical rotor mode. For this test the fwd end
vibration near the SFD and ball bearing was measured to be
higher in magnitude compared with the aft vibration. This is dif-
ferent from Test 1 to Test 2, as the fwd end vibration is lower than

the aft vibration. It was suspected that air entrainment could have
compromised the damping capability of the SFD at the higher
critical speed location. Test 2 rotordynamic simulations consider-
ing a fully cavitated SFD supports this theory. Therefore, the
simulations performed used a fully cavitated SFD starting at 10.6
krpm and also varied the cavitation speed until good agreement
was observed between tests and predictions. Even though the criti-
cal speed was most likely crossed with a nonfunctioning SFD, the
Q values are acceptable, primarily due to the oil-free damping
from the gas bearing.

Test 4 was configured to excite both the critical speeds at 8
krpm and 15 krpm. The first critical speed response, both on the
fwd and aft ends, shows similar behavior to Test 1, except the
measured rotor criticals are slightly higher in speed than Test 1.
The ball bearing response �fwd probe� shows a good Q value
whereas a Q value could not be calculated for the aft end due to
the high damping in combination with the close vicinity to the
second critical speed peak. The second critical speed for the aft
end probe shows a very good Q value of 2.3 whereas the fwd
probe vibration shows a less impressive Q factor of 5.5. The sec-

Fig. 12 Experimental results versus rotordynamic simulations
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ond critical speed on the fwd end also shows a classic nonlinear
jump at system resonance. To simulate this behavior the SFD was
fully cavitated at 11 krpm in combination with modeling the
damper clearance in the solution algorithm. It was specified in the
iteration process that when the vibration at station 55 reaches the
damper clearance the stiffness at that rotor location becomes the
ball bearing stiffness resulting in a bilinear stiffness model. Using
this approach, both fwd and aft probe measurements were pre-
dicted with good accuracy. It is important to note that the SFD
used in these experiments is an unsealed damper. State of the art
sealed SFD systems can produce higher damping and are less
prone to air entrainment �20,21�. Additionally, the rudimentary
SFD model used in this work can be improved by implementing
existing models that have more sophisticated methods for predict-
ing the effects of squeeze film air entrainment and cavitation
�22,23�.

6 Conclusions
The work presented in this paper focused on the synchronous

rotordynamic response performance of a rotor system using a
damped compliant hybrid gas bearing. The tests were performed
to reduce risk associated with application of a compliant hybrid
gas bearing into mission critical turbomachinery. It was shown
through experimental observation that the damped gas bearing
safely sustained significant vibration amplitudes through critical
speed transitions and also generated well-damped critical speeds
with low Q factors for the imbalance loading presented. Imbal-
ance magnitudes imposed on the gas bearing far exceed API
specifications by a factor of 50 and are considered to be represen-
tative of extreme and rarely seen cases for centrifugal compres-
sors. For aircraft engines the imbalance magnitudes ranged from
typical to severe cases. Based on the aft and fwd location vibra-
tions, the damped gas bearing showed to have better performance
at the higher second critical speed location compared with the ball
bearing and SFD whereas the ball bearing and SFD showed better
performance at the first critical speed. It was shown that the damp-
ing and stiffness of the gas bearing was primarily controlled by
the bearing support parameters and can be modeled with reason-
able accuracy only considering the WMD and integral springs.
Another important conclusion was the verification of ultra-high-
speed stability of the gas bearing while most likely operating with
a fully cavitated SFD. Based on the experimental testing, the com-
pliant hybrid gas bearing shows promise for application in several
different types of machines that can benefit from oil-free operation
ranging from aircraft gas-turbine engine applications to industrial
size centrifugal compressors.
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Nomenclature
C � SFD radial clearance, mm

CBB � ball bearing damping, N s /m
CRT � SFD cross-coupled damping, N s /m
cSFD � squeeze film damping, N s /m
CTT � SFD direct damping, N s /m

cWMD � damping of two wire mesh dampers, N s /m
D � rotor diameter, mm
E � error criterion for a single speed forced re-

sponse loop
kAFT � stiffness of aft end bearing support, N/m

kBB � ball bearing stiffness, N/m
kFWD � stiffness of fwd end bearing support, N/m

kIS � stiffness of gas-bearing integral springs, N/m
kS � bending stiffness of spline coupling, N/m

kSC � squirrel cage radial stiffness, N/m
kSFD � squeeze film damper dynamic stiffness, N/m

kWMD � stiffness of two wire mesh dampers, N/m
k1 � stiffness leading edge integral spring, N/m
k2 � stiffness of trailing edge integral spring, N/m
L � SFD land length, mm

LB � gas-bearing pad axial length, mm
Q � quality factor
R � SFD radius, mm
y1 � predicted peak vibration at station 55, mm
y2 � predicted peak vibration at station 49, mm
� � SFD dynamic eccentricity ratio=y1 /C

�1 � offset angle for leading edge integral spring,
deg

�2 � offset angle for trailing edge integral spring,
deg

� � squeeze film viscosity, N s /m2

Appendix
Table 1 shows the hybrid gas-bearing details.
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Turbocharger Nonlinear
Response With Engine-Induced
Excitations: Predictions and Test
Data
Turbochargers (TCs) aid to produce smaller and more fuel-efficient passenger vehicle
engines with power outputs comparable to those of large displacement engines. This
paper presents further progress on the nonlinear dynamic behavior modeling of rotor-
radial bearing system by including engine-induced (TC casing) excitations. The applica-
tion is concerned with a semifloating bearing design commonly used in high speed tur-
bochargers. Predictions from the model are validated against test data collected in an
engine-mounted TC unit operating at a top speed of 160 krpm (engine speed
�3600 rpm). The bearing model includes noncylindrical lubricant films as in a
semifloating-ring bearing with an antirotation button. The nonlinear rotor transient re-
sponse model presently includes input base motions for the measured TC casing accel-
erations for increasing engine load conditions. Engines induce TC casing accelerations
rich in multiple harmonic frequencies; amplitudes being significant at two and four times
the main engine speed. Fast Fourier transfor frequency domain postprocessing of pre-
dicted nonlinear TC shaft motions reveals a subsynchronous whirl frequency content in
good agreement with test data, in particular, for operation at the highest engine speeds.
Predicted total shaft motion is also in good agreement with test data for all engine loads
and over the operating TC shaft speed range. The comparisons validate the rotor-bearing
model and will aid in reducing product development time and expenditures.
�DOI: 10.1115/1.3159368�

1 Introduction

Turbochargers enable smaller and more fuel-efficient passenger
vehicle internal combustion �IC� engines with power outputs com-
parable to those of large displacement engines. In a TC, exhaust
gases drive a turbine wheel, which is connected to a compressor
wheel by a thin shaft, as shown in Fig. 1. The compressor forces
a denser charge of air �i.e., larger air mass� into the engine cylin-
ders, improves combustion efficiency, thus producing more power.
While simple in concept, TC design and operation are complex.
As a TC rotor spins, it vibrates due to several causes �imbalance,
engine-induced vibrations, fluid film bearing self-excitations,
aerodynamic loading, pressure fluctuations, etc.�. The vibration
amplitudes need to be controlled to ensure TC reliability.

The bearings support system is a key feature of a reliable tur-
bocharger design since bearings greatly affect the TC static and
dynamic forced performances. Turbochargers are usually sup-
ported by one of three bearing types: ball bearings, floating-ring
bearings �FRBs�, or semifloating-ring bearings �SFRBs�. FRBs
consist of a floating ring loosely fitted within the shaft and TC
housing, thereby creating two oil films �inner and outer� in series.
The ring is free to whirl while rotating at a fraction of the shaft
speed due to viscous drag shear from the inner and outer films.
SFRBs are similar in geometry to FRBs; however, the ring is
prevented from rotation by a locking pin �or button�. Thus, the
outer film acts solely as a squeeze-film damper. Ball bearings are
usually backed by a squeeze-film damper. In many TCs, a single

SFRB supports the rotor. The long ring incorporates both fluid
film bearings �compressor and turbine� at its ends.

Rotor-ball bearing systems have a limited lifespan and yield the
smallest TC subsynchronous vibrations but the largest synchro-
nous ones �1�. FRBs and SFRBs are more economic and use the
engine lubricant but need careful design to limit shaft motion
amplitudes without affecting system reliability or reducing its
thermal efficiency. Traditionally, TC development consists of
costly gas test stand iteration. The present research focuses on the
development of fast and accurate computational tools to accu-
rately predict TC shaft motions, reducing �or eliminating� the need
for repetitive test stand certification and qualification. FRBs offer
decreased power losses, lower operating temperatures, and supe-
rior stability compared with conventional cylindrical journal bear-
ings �2–6�. However, accurate prediction of FRB and TC �sup-
ported on FRBs� dynamic forced response has proven difficult
since the rotor-bearing system is highly nonlinear.

Tatara �3� conducts experiments to determine the stability char-
acteristics of a rotor supported on a number of FRBs combining
various inner and outer clearances. Test results show that the rotor
initially unstable operation becomes stable at high shaft speeds,
lending credibility to the concept of a FRB superior stability over
plain journal bearings. However, the ring speed reaches a nearly
constant magnitude at shaft speeds greater than 10 krpm. This
result is contrary to the familiar assertion that the ring speed in-
creases with shaft speed. Trippett and Li �6� find the rationale for
this apparently unusual behavior. The authors compared ring
speed measured data to predictions derived from isothermal and
thermal bearing flow analyses �lubricant viscosity and clearances
varying with temperature�. Test data show that the ring reaches a
nearly constant speed as shaft speed increases. Isothermal model
predictions, however, show a linear increase in ring speed. Only

Contributed by the International Gas Turbine Institute of ASME for publication in
the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received
March 21, 2009; final manuscript received March 25, 2009; published online
December 1, 2009. Review conducted by Dilip R. Ballal. Paper presented at the
ASME Gas Turbine Technical Congress and Exposition, Orlando, FL, June 8–12,
2009.

Journal of Engineering for Gas Turbines and Power MARCH 2010, Vol. 132 / 032502-1
Copyright © 2010 by ASME

Downloaded 02 Jun 2010 to 171.66.16.96. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the thermal model results deliver good correlation with the test
data. Hence, since 1984, an isothermal flow model is not suitable
for accurate FRB predictive performance.

Experimental and numerical analyses of TCs supported on
FRBs also show TC stability depends greatly on the FRB geom-
etry. Tanaka and Hori �7� present a stability analysis of a short
length rigid rotor supported on FRBs. Stability charts for various
bearing outer �Co� to inner clearance �Ci� ratios �0.8�Co /Ci

�4.0� and floating-ring outer �Ro� to inner �Ri� radius ratios
�1.20�Ro /Ri�1.44� showed that the TC stable operating speed
region increases as the clearance ratio and radii ratio increase. The
stability analysis also showed that the rotor system can traverse
several regions of stable and unstable behaviors, in agreement
with experimental results given in Ref. �3�. Also in Ref. �7� there
are experimental results for a rotor operating with FRBs supplied
with oil at various feed pressures. Two subsynchronous frequen-
cies of rotor motion were observed depending on the feed pres-
sure. At higher supply pressures, a frequency approximately equal
to half of the ring speed was observed. At lower supply pressures,
a frequency of approximately half of the ring plus journal speeds
appeared. In Ref. �5�, Li confirms these findings theoretically and
attributed the “half frequency whirl” to instabilities in the outer
and inner films, respectively.

Li and Rohde �4� perform linear and nonlinear analyses of the
steady state and dynamic forced performances of rotors supported
on FRBs. Interestingly, the �numerical integration� nonlinear
analysis shows that the rotor-FRB system reaches stable limit
cycles regardless of the initial conditions used. Moreover, stable
limit cycles with subsynchronous frequencies occur even outside
the predicted linear stability range. The authors caution, however,
that the bearing outer film to inner film clearance ratio must be
carefully chosen to allow for such operation. Li �5� identifies three
major types of rotor frequency response: half ring speed fre-
quency �instability in the outer film�, half ring-plus-journal speeds
frequency �instability in the inner film�, and synchronous fre-
quency �response to imbalance�. The ring speed increases with
decreasing inner film clearance and decreases with decreasing
outer film clearance. Similarly, power consumption decreases with
increasing inner film clearance and is relatively unaffected by
changes in the outer film clearance. Recently, Holmes et al. �8�
reproduced well-known linear eigenvalue analysis of a TC sup-
ported on FRBs attempting to explain subsynchronous frequencies
observed experimentally.

The increase in computational power allows contemporary nu-
merical analyses to focus on predicting TC nonlinear motion re-
sponses. Holt et al. �9� present measurements of housing accelera-
tion on an automotive TC supported on FRBs. Lubricant feed
temperature and pressure are controlled to determine their effect
on system rotordynamic response. Test data waterfalls show two

subsynchronous frequencies, which track the rotor speed, indicat-
ing a persistent condition of oil whirl below 90 krpm. Lubricant
feed temperature shows minimal effect on the onset and end
speeds of instabilities, whereas increasing feed pressure tends to
delay the onset of instability. Holt et al. �9� also detail linear and
nonlinear rotordynamic models to predict TC forced response
with comparisons to the test data. The linear model uses linearized
bearing force coefficients and predicts well the �first� onset speed
of instability. The nonlinear model predicts limit cycle orbits with
two subsynchronous frequencies of approximately 50% of ring
speed and 50% of ring-plus-journal speeds. The nonlinear model
also demonstrates the importance of rotor imbalance in ameliorat-
ing subsynchronous motion amplitudes at high speeds.

San Andrés and Kerth �10� detail a thermohydrodynamic flow
model to predict FRB forced response. The lumped-parameter
thermal energy balance model estimates the inner and outer film
lubricant viscosities and changes in clearances due to thermal
growth of the journal, ring, and bearing. Ring speed predictions
show fair estimation of actual test data, displaying the same de-
creasing trend, albeit at a lower rate than test data indicates. Pre-
dictions of power losses show good correlation with test data at
low speeds ��35 krpm� but slightly underpredict values at high
speeds ��55 krpm, 65 krpm maximum�. The novel FRB model is
also fully integrated into a finite element-based rotordynamics
model, which predicts well the subsynchronous whirl frequency
content of the rotor response but tends to overpredict rotor motion
amplitudes.

San Andrés et al. �11� continue to refine the FRB flow model
and presented comparisons of predictions to test data of a TC
supported on a SFRB. The bearing flow model includes hydro-
static �side� loads due to external pressurization. Predictions re-
veal large subsynchronous vibrations throughout the TC speed
range to a maximum of 244 krpm. Subsynchronous amplitudes
and frequencies correlate well with test data. Predicted total mo-
tions at the compressor end, calculated as the maximum whirl
orbit at a given shaft speed, are generally overpredicted. However,
predictions are well below the physical limit, which still serves to
lend credibility to the analysis. Nonlinear predictions of the syn-
chronous response to imbalance agree well with test data over the
entire speed range. Discrepancies between the two are attributed
to uncertainty in the imbalance distribution of the actual TC. Pre-
dicted whirl frequency ratios �WFRs� of the subsynchronous vi-
brations are also presented and correlate well with test data,
though a third higher WFR is predicted but not evidenced by the
test data. Test data �and predictions� indicate that the WFRs tend
to coincide with the rotor conical mode of vibration and its har-
monics.

San Andrés et al. �12,13� detail comparisons of test data to
predictions based on the models in Refs. �9,10� for a FRB-
supported TC. The FRB model now includes centrifugal pressure
losses into the inner film arising from the lubricant circumferential
velocity tendency to force the lubricant out of the inner film. After
validating the rotor model against free-free mode tests, the authors
present results of a linear eigenvalue analysis. Three critical
speeds are predicted at 4 krpm, 20 krpm, and 67 krpm correspond-
ing with the conical, cylindrical, and first elastic bending modes of
the rotor, respectively. Nonlinear predictions show that subsyn-
chronous amplitudes and frequencies are well predicted; however,
the predictions show an absence of subsynchronous activity above
55 krpm. On the other hand, test data displays subsynchronous
vibrations throughout the operating speed range. Predicted total
shaft motions show excellent correlation with test data, especially
at shaft speeds above 25 krpm.

For a TC supported on SFRBs, Gjika and co-workers �14,15�
compar shaft test data to predictions from the model of San An-
drés and Kerth �10�. Both the nonlinear analysis and test results
show large subsynchronous vibrations throughout the TC operat-
ing speed range. The predicted subsynchronous frequency content
also agrees well with test data. While predicted subsynchronous

Fig. 1 Turbocharger rotor assembly with SFRB support
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amplitudes are smaller than test results indicate, both are larger
than synchronous amplitudes. The tests and analysis reveal the
paramount importance of oil feed pressure on the onset, persis-
tence, and severity of subsynchronous whirl motions in the stud-
ied turbocharger.

Prior art �Refs. �9–15�� presents direct comparisons of predic-
tions to measured shaft motions and TC casing accelerations. No
other concerted effort in the open literature has documented the
nonlinear rotordynamics of TCs with such detail. Predicted TC
shaft motion is most often compared with test data obtained in test
stands. In this setup type, the TC housing is not subjected to any
external loading. However, automotive TCs are subjected to a
wide range of engine vibrations that can drastically affect TC
dynamic response. Sahay and LaRue �1� present a comparison of
recorded total shaft motion for identical automotive TCs mounted
on a test stand and on an IC engine. Engine vibrations �and pulse
loading in the turbine� cause TC shaft motion amplitudes to be
typically 20–30% larger than those recorded in a test stand. Kirk
and co-workers �16,17� perform shaft motion measurements of an
automotive FRB-supported TC mounted on a 3.9 l four-cylinder
diesel engine. Waterfalls of shaft motion clearly show two sub-
synchronous frequencies and several lower frequency vibrations
attributed to engine vibration. Interestingly, with no load placed
on the engine, the TC shows, at the engine frequency, vibration
amplitudes much smaller than those caused by TC subsynchro-
nous motions. These results are equivocal. However, at full engine
load, engine-induced vibrations become comparable in magnitude
to TC shaft vibrations, demonstrating the dramatic effect engine
motion and engine loading condition can have on a TC response.
Unfortunately, no comparison of the total TC motions from each
test is provided.

Other studies also show that the frequency of external vibration
affects the rotor-bearing system response. Hori and Kato �18�
present a numerical analysis of a Jeffcott rotor supported on plain
cylindrical film journal bearings and subjected to external shocks.
Eigenvalue analysis indicates that the otherwise stable rotor can
become unstable at shaft speeds above twice the critical speed due
to sufficiently large external shocks. In addition, unstable opera-
tion results when the external shock frequency is close to that of
the natural frequency of the RBS. Lee et al. �19� also demonstrate
both analytically and experimentally that vibration amplitudes
were amplified when the external shock frequency was close to a
system natural frequency.

This paper presents progress on the refinement of the linear and
nonlinear rotordynamic models developed in Refs. �9–13� to pre-
dict the response of a TC supported on a SFRB due to specified
base excitations that simulate engine-induced vibrations.

2 Turbocharger Structural Model and SFRB Thermal
Model

Figure 1 displays the TC rotor assembly with the SFRB as a
one-piece design integrating the compressor and turbine bearings
at its ends. A button pin prevents ring rotation. Figure 2 shows the
TC rotordynamic model consisting of 43 finite elements for the
rotor, including the thrust collar and spacer, and 13 finite elements
for the SFRB. Childs �20� presents the theoretical aspects em-
ployed for rotor lateral bending and associated finite element
modeling. Validation of the rotordynamics model requires good
correlation between measured and predicted rotor physical prop-
erties, as well as free-free natural frequencies and mode shapes.
Figure 3 overlays on the rotor geometry the measured and pre-
dicted mode shapes corresponding to the first and second natural
frequencies, respectively. The good agreement validates the rotor
structural model. Reference �21� details the laboratory procedure
for measurement of TC rotor free-free modes.

The TC housing incorporates a half-moon groove at the turbine
bearing end and an antirotation button pin at the compressor bear-
ing end. The groove is a manufacturing feature and its geometry is
taken into account in the bearing model. The thin films of the

SFRB are modeled using the thermal flow model detailed in Refs.
�10,12�. The model calculates bearing static performance param-
eters, incorporating a thermohydrodynamics fluid flow model pre-
dicting bearing forced response. Along with bearing geometry, the
computational analysis requires as input TC shaft speeds, oil inlet
conditions, side loads, bearing material properties, and shaft,
housing, and ring temperatures.

Test data for the TC was collected by the manufacturer on an IC
engine test stand at three engine loads: 25%, 50%, and 100% of

Fig. 2 Turbocharger rotor and semifloating-ring bearing struc-
tural models

Fig. 3 Measured and predicted first and second free-free natu-
ral frequency mode shapes of TC rotor at room temperature
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full engine load. Table 1 lists the engine speed, TC shaft speed, oil
supply pressure, and inlet temperature to the FRB for the 100%
engine load condition. The lubricant is a typical light multigrade
engine oil.

Bearing material properties are important in determining clear-
ance changes due to material thermal growth. During testing,
shaft, housing, and ring temperatures at the bearing locations were
not measured. For operation with a turbine inlet temperature of
700°C, an empirically determined defect temperature ratio pro-
vides a reasonable estimation of the shaft temperature at �205°C.
TC housing temperature estimates at 150°C follow from direct
measurements in a passenger vehicle �21�. Pertinent bearing pa-
rameters including effective lubricant viscosity, actual clearances,
inlet film pressures, side loads, and ring speed ratios �nonzero for
FRBs� are input into a linear rotordynamics model to predict the
rotor-bearing system damped natural frequencies and mode shapes
�eigenvalue analysis� as well as the linear response to imbalance.
The Appendix presents some of the predicted parameters for the
inner and outer films of the SFRB.

3 TC Housing Acceleration Test Data
Measurements of TC shaft motions are routinely conducted on

an engine test stand �Fig. 4�. Two eddy current displacement
transducers, affixed to the compressor housing and facing the TC
shaft, are positioned in the horizontal and vertical planes. TC cen-
ter housing and compressor housing accelerations are collected
with three-axis accelerometers.

Figure 5 shows waterfalls of center housing and compressor
housing accelerations along the vertical direction for 100% engine
load. In the graphs, the horizontal axis represents orders �e� �or
multiples� of main engine speed. Initially, the TC housing and its
components were assumed to move as a rigid body due to their
apparent rigid connection. However, the data acquired demon-
strates that this assumption is not adequate. Typically, center hous-
ing vibration amplitudes are much smaller than compressor hous-
ing amplitudes due to the high stiffness of the center housing. The
ovals in the figures denote the fundamental natural frequencies of
the combined TC and manifold system.

Table 1 TC operating conditions for 100% IC engine load
condition

Engine speed
�rpm�

TC speed
�rpm�

Oil supply pressure
�bar�

Oil supply temperature
�°C�

1000 48,504 1.3 98
1250 69,366 1.7 97
1750 120,216 2.2 106
2000 134,298 2.4 109
2250 141,762 2.5 111
2500 144,036 2.6 115
2750 146,106 2.8 116
3000 148,722 2.7 120
3250 152,532 2.7 123
3600 157,674 2.7 126

Fig. 4 Turbocharger engine test facility stand

Fig. 5 Waterfalls of center housing „top… and compressor housing „bottom…

acceleration test data versus orders of engine frequency „100% engine load,
vertical direction…
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Figure 6, comparing housings’ total accelerations in the vertical
direction, illustrates that compressor housing acceleration is ap-
proximately twice that of the center housing. Figure 5 illustrates
that 2e, 4e, and 6e order frequencies contribute significantly to the
TC compressor housing motion. This is most likely due to the
engine firing frequency equaling two times the engine rotational
speed. Interestingly, the engine fundamental frequency does not
appear in the waterfall spectra.

4 Integration of Test Data Into Rotordynamic Analysis
Integration of the test data into the rotordynamic analysis pro-

gram requires accurate modeling of the housing acceleration. As
simplification, the housing is assumed to move as a rigid body due
to its heavy weight and thick-walled construction. Housing vibra-
tions are transmitted to the rotor only through the bearing connec-
tions. Also, the respective bearing connections are assumed to
transmit identical housing vibrations, i.e., the center housing
moves only vertically or horizontally �no pitching or tilting�. Fig-
ure 7 portrays graphically the assumptions above, i.e., motions of
the TC rotor model base or foundation to represent engine-
induced excitations.

Given the recorded TC housing acceleration as a function of
time a�t� with a fundamental engine frequency ���, a Fourier
coefficient decomposition of the time data yields the base dis-
placement

x�t� = �
n=1

NF

−
An

�n�e�2cos�n�et + �n� �1�

where An and �n are the magnitude of acceleration and phase of
the nth order of the fundamental engine frequency �maximum
frequency order=NF�. Note that the shaft motion test data is ac-
tually motion relative to the compressor housing, as schematically
shown in Fig. 7. Thus, shaft motion relative to the TC housing
must be calculated to properly quantify the effect of housing mo-
tion on TC shaft motion and to accurately reproduce test condi-
tions. Assuming the phase difference between the shaft and com-
pressor housing displacements is negligible,1 calculation of TC
shaft motion relative to its housing follows as absolute shaft dis-
placement minus housing displacement. The first ten Fourier co-
efficients �including half-orders� are used to model the center
housing accelerations �NF=10�, vertical and horizontal.

5 Predictions and Comparisons to Test Data
Predictions are obtained for 25%, 50%, and 100% of full engine

load �21�. The TC rotor imbalance is determined at the manufac-
turer facility using a proprietary method. Note that the linear and
nonlinear analyses for all engine loads show either nearly identi-
cal results or similar trends, respectively. Thus, for brevity, only
results for 100% engine load are discussed. Nonlinear predictions
�and test data� in Figs. 10–15 shown below correspond to vertical
motion �y-direction� at the compressor nose. In addition, all shaft
motion amplitudes are made dimensionless relative to the static
play2 at the compressor nose. Nonlinear predictions presented are
motion relative to the compressor housing with engine-induced
excitations unless otherwise specified. Red solid diamonds repre-
sent the test data �measurement� in all figures below.

The nonlinear rotordynamic computational analysis integrates
the rotor equations of motion with each bearing modeled as a
nonlinear impedance with reaction forces depending on the instan-
taneous shaft and ring displacements and velocities, geometry, and
operating conditions determined from the fluid film bearing analy-
sis program. The parameters of interest are effective lubricant vis-
cosities and clearances for the inner and outer films, as well as
actual inlet feed pressures3 �15�. In the analysis, an unbalance

1In the tests, the measurements of shaft displacements and TC housing accelera-
tion were not recorded simultaneously.

2The static play refers to the maximum diametral displacement of the shaft com-
pressor wheel nose or nut of the rotating group determined from the output of the
shaft motion measurement instrumentation by manually moving the rotating group
through a conical motion.

3These pressures change from their supply value measured upstream due to losses
at the inlet port as well as centrifugal pressure losses due to the ring rotation and feed
hole distribution and configuration.

Fig. 8 TC-SFRB system damped natural frequency map for
100% engine load

Fig. 6 Peak acceleration of TC center housing and compres-
sor housing versus engine speed „100% load, measurements
along vertical direction…

Fig. 7 Depiction of TC center housing motions for rotordy-
namics analysis „taken from Ref. †15‡…
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distribution is specified, as well as the side loads produced by the
supply pressure.

5.1 Eigenvalue Analysis. The linear eigenvalue analysis
gives the system natural frequencies and corresponding rotor
mode shapes. The analysis uses linearized bearing stiffness and
damping force coefficients produced by the SFRB model. Figure 8
shows the predicted damped natural frequency map with four for-
ward precessional rotor natural frequency mode shapes: a rigid
conical mode, two cylindrical mode shapes, and the first elastic
mode. However, only the first elastic mode shape corresponds
with a rotor critical speed at �150 krpm. For operation at 80
krpm, Fig. 9 shows the predicted rotor mode shapes, along with
their natural frequency and damping ratio ���. The lowest fre-
quency is a well-damped rigid rotor with conical mode shape �f
=99 Hz, �=0.32�. The next mode is a cylindrical-bending shape
characterized by a large compressor wheel and a compressor bear-
ing end motions �f =546 Hz, �=0.25�. Closely following is an-
other rigid cylindrical mode characterized by large motions at the
turbine bearing end. This mode shape is well-damped �f
=621 Hz, �=0.53�. The highest frequency mode shape corre-
sponds to a lightly-damped first elastic mode �f =2025 Hz, �
=0.14�.

5.2 Nonlinear Analysis. Linear rotordynamics analyses are
ill-suited to predict the response of rotors supported on floating-
ring bearing systems. Presently, the rotor and ring equations of
motions with the thin film bearings acting as nonlinear force ele-
ments are integrated in time. The analysis is conducted for the
engine and TC shaft speeds noted in Table 1. For numerical inte-
gration, 12,800 steps with a time step of 78.12�10−6 s are ob-
tained. These parameters render FFTs with a maximum frequency
span of 6.4 kHz and a frequency step of 4 Hz.

Figure 10 displays waterfalls of shaft motion �relative to com-
pressor housing� for predictions that include or disregard engine-
induced housing accelerations and test data at the compressor
shaft end. Predictions with no housing accelerations show very
little subsynchronous response, in direct contrast to predictions
with housing accelerations and test data, which show a broad, low
frequency response. Clearly, housing �i.e., engine� vibrations are
the source of the low frequency response. It should be noted that
test data has a frequency step size of 10 Hz, resulting in a very
rough spectrum.

Accurate prediction of TC total shaft motion is of the utmost
importance in industry. The total motion refers to the largest �peak
to peak� amplitude of the complex orbital shape described by the
turbocharger shaft at the location of measurement. Figure 11
shows very good correlation of the predicted total shaft motion to
the measured shaft motions at the compressor end. The compari-
son serves to benchmark the accuracy of the predictive nonlinear
RBS model.

Figure 12 compares predicted and measured subsynchronous
amplitudes at each engine speed. Peak amplitude values are also
denoted in the graph to indicate whether the synchronous or sub-
synchronous vibration is the dominant amplitude at that particular
engine speed. At the majority of engine speeds, engine-induced
TC shaft vibrations contribute significantly to the total shaft mo-
tion. Predictions agree remarkably well with test data, in particu-
lar, for engine speeds ranging from 1750 rpm to 3000 rpm.

Figure 13 depicts predicted and measured subsynchronous am-
plitudes in terms of orders of engine speed. Recall that only 10e
order frequencies �including half-orders� are used to model hous-
ing vibrations and that 2e and 4e order frequencies are typically
the dominant frequencies. As expected, 2e and 4e order frequen-
cies induce marked shaft motion amplitudes, although predictions
evidence vibrations up to only 7e order frequencies. Test data,
however, only shows minimal vibration amplitudes below 6e or-
der frequency.4 Note that predicted amplitudes at �14e order fre-
quency are not due to engine-induced housing excitations. Rather,
the amplitudes are attributed to TC shaft self-excited subsynchro-
nous vibrations, independent of its housing motion.

Figure 14 shows comparisons of predicted and measured non-
synchronous frequencies versus TC shaft speed. The two solid
black lines trace the 2e and 4e engine order frequencies, i.e., two
and four time multiples of the fundamental engine frequency. Re-
call that 2e and 4e order frequencies contribute significantly to
engine motion. Predictions only evidence low frequency vibra-
tions, albeit not predicting frequencies higher than 300 Hz. Rotor
damped natural frequencies are also plotted to determine if these

4It is not possible to replicate the test data as housing accelerations �center hous-
ing and compressor housing� were not collected simultaneously with shaft vibration
measurements. Also, the frequency step size used �10 Hz� is too large and fails to
capture the shaft vibration amplitudes at frequencies coinciding with exact orders of
engine speed.

Fig. 9 Predicted rotor-SFRB natural mode shapes at 80 krpm „100% engine load…
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frequencies are excited by any nonsynchronous vibrations. Al-
though the 4e order frequency tracks the rotor conical mode, no
nonsynchronous vibrations are evidenced since the mode is well-
damped. Still, the results demonstrate that engine superharmonics

can excite rotor natural frequencies.
However, there are several groupings of nonsynchronous fre-

quencies that track harmonics of the rotor conical mode: Group 1
at one-half rotor conical mode ��30–120 Hz�, Group 2 at two

Fig. 10 Waterfalls of shaft motion „compressor nose, vertical direction…. Predictions
with no housing accelerations „top…, predictions with housing accelerations „middle…,
and test data „bottom… „100% engine load…
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times the rotor conical mode ��200–500 Hz�, and Group 3 at
four times the rotor conical mode ��650–800 Hz�. Group 1 is
attributed to 2e engine order frequency vibrations. Group 2 is
actually a mix of higher engine order frequency vibrations. Group
3 is clearly a superharmonic of the second grouping.

Figure 15 also shows several nonsynchronous frequencies at
1000 rpm �engine speed�. Measurements by the TC manufacturer

indicate an IC engine operating at a natural frequency of 18 Hz,
very close to 1000 rpm �16.6 Hz�. Recent finite element analysis
of the combined TC and exhaust manifold conducted by the TC
manufacturer show system natural frequencies at �300 Hz and
�570 Hz. These frequencies are apparent on the spectra of accel-
erations recorded at the TC center housing and compressor hous-
ing �see Fig. 5�. Further modal testing and mode shape measure-
ments will continue to advance the current knowledge.

6 Conclusions
The paper reports progress on the refinement of linear and non-

linear rotordynamics models to accurately predict TC shaft non-
linear forced response with engine-induced housing excitations.
The results, measurements, and predictions demonstrate that en-
gine vibrations cause a complex low frequency TC shaft response
with significant frequencies at several multiple integers of engine
speed.

Analysis of measured engine-induced housing accelerations
shows that the center housing and compressor housing do not
vibrate as a rigid body. The compressor housing deflects nearly
twice as much as the center housing. However, both housings
show marked amplitude responses at 2e and 4e engine order fre-
quencies, most likely due to the engine firing frequency. Other
order frequencies, including 5e and 6e, also contribute signifi-
cantly to housing motion.

Fig. 11 Total TC shaft motion amplitude, predicted and mea-
sured, versus shaft speed „100% engine load…

Fig. 12 Predicted and measured subsynchronous shaft mo-
tion amplitudes versus engine speed „compressor nose, verti-
cal direction…

Fig. 13 Predicted and measured subsynchronous shaft mo-
tion amplitudes versus orders of engine speed „compressor
nose, vertical direction…

Fig. 14 Predicted and measured shaft subsynchronous whirl
frequencies versus shaft speed „compressor nose, vertical di-
rection, 100% IC engine load…

Fig. 15 Predicted and measured subsynchronous whirl fre-
quencies versus engine speed „compressor nose, vertical di-
rection, 100% IC engine load…
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Linear eigenvalue predictions evidence four damped natural
frequency TC shaft mode shapes, of which only the first elastic
mode is lightly-damped �critical speed=150 krpm�. The TC top
speed in the tests is 160 krpm.

Nonlinear predictions of shaft motions without accounting for
housing accelerations show that the TC is stable �i.e., no subsyn-
chronous whirl� at all but the lowest operating speeds
��70 krpm�. However, predictions of shaft motions including
housing accelerations, as well as shaft motion test data, reveal
shaft motions rich in subsynchronous activity throughout the en-
tire speed range. The differences noted demonstrate the dramatic
effect of engine-induced housing accelerations on TC shaft mo-
tions. Predicted total shaft motions agree remarkably well with
test data, differing by a small amount. Also, total shaft motion
amplitudes �relative to compressor housing� remain nearly con-
stant with increasing engine speed, even though housing accelera-
tion amplitudes increase with engine speed. This indicates that the
TC shaft is isolated from housing �and engine� motion. Otherwise,
engine load conditions would induce larger and more harmful
motion amplitudes, even at high shaft speeds. Agreement with test
data is particularly good above engine speeds greater than 3000
rpm �shaft speed �148 krpm�. Predicted TC subsynchronous am-
plitudes as well as peak vibration amplitudes show a fair agree-
ment with the test data, especially between 1750–3000 rpm engine
speed. However, predictions indicate TC shaft vibrations are at-
tributed to engine order frequencies 6e and below, whereas mea-
surements show marked amplitude responses at order frequencies
greater than 6e. The analysis also reveals that superharmonics of
the engine speed can excite TC damped natural frequencies, al-
though in this instance the mode shape �rotor conical mode� is
well-damped. Nonetheless, the results demonstrate the importance
in including housing accelerations in TC system models.

Most importantly, the comparisons of predictions to test data
serve to validate this first step in incorporating engine-induced
housing excitations into the rotordynamics model. The research
furthers the goal to create a virtual laboratory aiding a manufac-
turer to reduce TC development time and costs.
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Appendix: Predictions of Floating-Ring Bearing Perfor-
mance Parameters

The thin film flow model predicts the static and dynamic forced
performances of the SFRB films at the compressor and turbine
sides as a function of the operating speed, lubricant supply con-
ditions, and thermal boundary conditions. Figure 16 depicts pre-
dicted exit film temperatures for the inner film and outer film of

the compressor bearing end at three engine loads. The lubricant
supply temperature is shown to depict film temperature increase.
Turbine bearing end predictions are nearly identical to compressor
bearing end predictions and not shown for brevity. Expectedly, the
inner film temperature is greater than the outer film temperature
since the inner film dissipates more power. Note that the tempera-
ture increase, defined as the difference between exit film tempera-
ture and supply temperature, decreases for the outer film with
increasing shaft speed.

Figure 17 illustrates predicted lubricant effective viscosities �at
effective film temperature� for increasing shaft speeds. The lubri-
cant viscosity decreases with increasing shaft speed due to in-
creased film temperatures and an increase in drag power loss �i.e.,
higher shear forces�. Note that the inner film viscosity decreases
more rapidly than the outer film viscosity.

Thermal growth of the bearing �shaft, ring, and housing� due to
increasing lubricant temperatures causes the bearing clearances to
change significantly, as shown in Fig. 18. The figure shows bear-
ing clearances with respect to nominal cold temperature radial
clearances. As shaft speed increases, inner film clearance in-
creases while outer film clearance decreases, denoting an expan-
sion of the ring. Note that a thermohydrodynamic fluid flow
model is essential to reproduce actual operating conditions in a
turbocharger.
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Measurement of Structural
Stiffness and Damping
Coefficients in a Metal Mesh Foil
Bearing
Engineered metal mesh foil bearings (MMFBs) are a promising low cost bearing tech-
nology for oil-free microturbomachinery. In a MMFB, a ring shaped metal mesh provides
a soft elastic support to a smooth arcuate foil wrapped around a rotating shaft. This
paper details the construction of a MMFB and the static and dynamic load tests con-
ducted on the bearing for estimation of its structural stiffness and equivalent viscous
damping. The 28.00 mm diameter 28.05 mm long bearing, with a metal mesh ring made
of 0.3 mm copper wire and compactness of 20%, is installed on a test shaft with a slight
preload. Static load versus bearing deflection measurements display a cubic nonlinearity
with large hysteresis. The bearing deflection varies linearly during loading, but nonlin-
early during the unloading process. An electromagnetic shaker applies on the test bear-
ing loads of controlled amplitude over a frequency range. In the frequency domain, the
ratio of applied force to bearing deflection gives the bearing mechanical impedance,
whose real part and imaginary part give the structural stiffness and damping coefficients,
respectively. As with prior art published in the literature, the bearing stiffness decreases
significantly with the amplitude of motion and shows a gradual increasing trend with
frequency. The bearing equivalent viscous damping is inversely proportional to the exci-
tation frequency and motion amplitude. Hence, it is best to describe the mechanical
energy dissipation characteristics of the MMFB with a structural loss factor (material
damping). The experimental results show a loss factor as high as 0.7 though dependent
on the amplitude of motion. Empirically based formulas, originally developed for metal
mesh rings, predict bearing structural stiffness and damping coefficients that agree well
with the experimentally estimated parameters. Note, however, that the metal mesh ring,
after continuous operation and various dismantling and re-assembly processes, showed
significant creep or sag that resulted in a gradual decrease in its structural force
coefficients. �DOI: 10.1115/1.3159379�

1 Introduction

Oil-free microturbomachinery ��250 kW� implements gas
bearings to ensure low friction and long operating life with little
maintenance �1�. Due to their simple construction and low cost,
metal mesh foil gas bearings �MMFBs� aspire to satisfy some of
the requirements for high speed machinery, such as in passenger
vehicle turbochargers. MMFBs, as shown in Fig. 1, have a top foil
supported on a ring shaped metal mesh �MM� that provides struc-
tural stiffness and mechanical energy dissipation with material
hysteresis �2�. As the rotor speed increases, a hydrodynamic gas
film pressure builds up and separates the rotor from the top foil,
thus ensuring low friction operation and adequate load capacity
�3�.

Since 1980s, metal mesh material have been employed as vi-
bration isolators �4� in gas turbine engines. For example, a ring
shaped metal mesh damper, installed in series with the outer race
of a rolling element bearing, can provide a soft support to a jet
engine turbine shaft, thus removing the additional space and com-

plexity of a squirrel cage. Exhaustive experimental work in
Ref. �5� also demonstrates that ring shaped metal mesh dampers
provide equivalent viscous damping as large as that of oil-
lubricated squeeze film dampers. The major advantage of a metal
mesh damper is its ability to withstand either high or low tem-
peratures, as opposed to lubricants. The following summarizes
literature on metal mesh vibration isolators and dampers.

In an early application, Okayasu et al. �6� used a metal mesh as
a flexible bearing support in a liquid hydrogen turbopump to re-
duce high amplitude rotor vibrations while traversing critical
speeds and to control subsynchronous instability that arise due to
dry friction between rotating parts. The turbopump was designed
to operate above its third critical speed of 46,139 rpm. In the
absence of metal mesh dampers, high vibration levels
�80–150 �m pk-pk� were measured while crossing the first and
second critical speeds. Introduction of metal mesh dampers in the
rotor-bearing system attenuated synchronous and subsynchronous
rotor motions.

Zarzour �5� introduced a stainless steel mesh damper replacing
a squeeze film damper �SFD� as an effective viscous damping
element. Experiments in a test rig replicating a midsize power gas
turbine demonstrate that the viscous damping coefficients of the
metal mesh dampers are comparable to those of similar sized
SFDs. The effective damping of the metal mesh damper does not
change significantly in tests covering a temperature range of
54–99°C, proving its reliability as a damping element in this
temperature range. However, the stiffness decreases �softening ef-
fect� with an increase in the operating temperature. Importantly
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enough, the amplitude of synchronous response of the rotor while
crossing its critical speed does not change when the metal mesh is
drenched in oil. Note that the metal mesh damper shows during
static load tests a deflection proportional to the applied force.
However, a nonlinear deflection follows in the unloading process.

Metal mesh dampers retain its damping when assembled in
conjunction with other stiffening elements. Al-Khateeb and Vance
�7� reported that a ring shaped metal mesh damper in parallel with
a squirrel cage, a stiffening member, allows varying the support
stiffness without any effect in its equivalent viscous damping.
Ertas et al. �8� investigated the applicability of metal mesh as a
bearing damper at cryogenic temperatures. The authors reported
an increase in metal mesh damper stiffness with a decrease in
temperature for both steel and copper meshes. The equivalent vis-
cous damping coefficient of a steel mesh damper does not appear
to change with temperature. However, the equivalent viscous
damping increases significantly for a copper mesh damper with a
decrease in temperature, achieving its highest value at the lowest
test temperature of −190°C. The selection of the mesh material
depends mainly on the damping it provides. Burshid �9� reported
using a copper mesh for auxiliary sealing in a hybrid damper seal
design. Tests show that a copper wire mesh exhibits more damp-
ing than a stainless steel wire mesh.

Knowledge of the physical parameters affecting the viscous
damping and stiffness of a metal mesh damper is necessary for its
engineered design and scalability. Al-Khateeb �2� found that dry
friction and at least one more source of damping, possibly mate-
rial hysteresis, influence the overall viscous damping of a metal
mesh ring damper. Dynamic load tests on a metal mesh damper
evidence frequency and motion amplitude dependent stiffness and
equivalent viscous damping coefficients, i.e., a nonlinear forced
performance. Choudhry and Vance �10� developed design equa-
tions, empirically based, predicting stiffness and viscous damping
coefficients of metal mesh ring dampers. These design equations
incorporate the metal mesh ring geometry and material compact-
ness ratio, and rely on simple tests to identify the metal mesh
effective Young’s Modulus, at any specified excitation frequency.

Metal mesh dampers display nonlinear stiffness and viscous
damping properties, which make their prediction difficult. Ertas
and Luo �11� reported characterizing the nonlinear stiffness and
damping of metal mesh rings by varying the vibration amplitude,
excitation frequency, and static eccentricity due to an applied load.
The tests show that the eccentricity has no influence on the
damper force coefficients. Also, a maximum viscous damping co-
efficient occurs at the lower frequency ranges �0–50 Hz�.
The viscous damping coefficient reduces from �29 kN s /m �at
20 Hz� to �3.5 kN s /m �at 300 Hz�. In a high speed rotordy-
namic test rig implementing a metal mesh ring as a damping ele-
ment, the authors successfully demonstrate low rotor vibration
levels while it traverses the first two critical speeds.

Recently, Ertas �12� reported a novel compliant hybrid journal
bearing for enabling oil-free operation in high speed turbomachin-
ery. The design integrates a multiple pad hybrid bearing with flex-

ural type supports and two metal mesh rings inserted under the
pads at the bearing sides. The composite bearing maximizes load
carrying capacity and effective damping without sacrificing com-
pliance to misalignment between the rotor and bearing supports.
Test data show that the viscous damping decreases with increasing
excitation frequency. The bearing direct stiffness decreases as the
excitation frequency increases when there is no external pressure
applied into the bearing pads. However, with an applied hydro-
static pressure, the bearing direct stiffness shows an increasing
trend with excitation frequency. Also, subsynchronous vibration
components with a frequency equal to the system natural fre-
quency, present in rotordynamic tests without the dampers, are
absent with the metal mesh dampers installed.

Gas foil bearings �GFBs� �1�, for instance, are a reliable and
proven oil-free bearing technology. However, each foil bearing is
custom designed for the application, leading to variability even
among similar sized bearings and limited scalability �13�. Intro-
ducing an inexpensive metal mesh ring as the elastic support
structure in a foil bearing provides a tunable structural stiffness
plus large inherent material damping. This paper presents a metal
mesh foil bearing, details its construction method, and advances
experimentally identified structural stiffness and viscous damping
coefficients with comparisons to predictions. This bearing type is
suited to readily replace oil-lubricated floating ring bearings in
automotive turbochargers, for example. MMFBs are simple to
construct, inexpensive, and made of readily available materials.
Hence the work is also of significance to bearing manufacturers.

2 Description of Metal Mesh Foil Bearing
Figure 2 shows a prototype of MMFB constructed in the labo-

ratory, and Table 1 describes the main components comprising the
bearing. The bearing uses commercially available ring shaped
metal mesh as the elastic support under the top foil. The top foil,
a smooth arcuate surface 0.127 mm in thickness, is in contact with
the shaft. The metal mesh under the top foil is an elastic support
that also provides mechanical energy dissipation from material
structural damping and dry friction �2�.

The top foil is made from a cold rolled steel strip with signifi-
cant resilience, inhibiting its permanent deformation into a curved
shape. Hence, the steel strip is first baked at a temperature of
927°C and then allowed to cool for �10 h. Furthermore, a tem-
pering process at �400°C recovers the elasticity of the formed
top foil. The process follows recommendations in Ref. �14� that
detail the heat treatment processes typically employed in the
manufacturing of foils in commercial bearings.

Figure 3 illustrates the installation of the top foil inside the
metal mesh ring. The top foil has two identical shaped tabs at one
end, which are bent and fit into the two apertures inside the ring
shaped metal mesh during assembly, as shown in Figs. 3�a� and
3�b�. The preformed top foil is supported on the inner surface of
the metal mesh ring that is concentric with the bearing cartridge.

Fig. 1 Metal mesh foil bearing

Fig. 2 Photograph of a metal mesh foil bearing
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After affixing the top foil into the metal mesh, the assembly is
inserted into the bearing cartridge to complete the construction of
the MMFB. Note that a stringent control of the bearing top foil
dimension will be required for reliable application of the bearing
in actual machinery.

The overall dimensions of the MMFB follow those of GFBs
designed for use in automotive turbochargers. Reference �15�, for
example, details a patented GFB supported oil-free turbocharger.
Table 2 shows the dimensions and material specifications for the
test MMFB.

3 Measurements of Bearing Structural Stiffness
A series of static load versus bearing deflection tests aid to

estimate the static load performance of the constructed MMFB.
The tests are conducted at room temperature. Figure 4 shows a
schematic representation of the static load test setup with a

MMFB supported on a rigid shaft, one end affixed in a lathe
chuck and the other end supported by the lathe center.2 An eddy
current sensor �ECS�, rigidly affixed to the lathe base with a sen-
sitivity of 8.24 V/mm, measures horizontal displacements �X� of
the bearing, and a strain gauge type load cell, with a sensitivity of
0.225 V/N, records the static load. One end of the load cell is
threaded directly to the bearing midspan, and the other end to a
cylindrical steel rod affixed in a lathe tool holder. The forward and
backward motions of the lathe tool holder transmit, through the
load cell, push and pull loads to the bearing cartridge �along the x
direction�.

Three cycles of push and pull loads �F� are applied to the
MMFB, and displacements �X� are measured. The test data, mod-
eled as a cubic polynomial in the displacement �X�, provide a
relation between the static load �F� and measured displacement
�X�. The MMFB static stiffness coefficient �K=�F /�X� follows
from differentiation of the polynomial found. Table 3 presents the
coefficients of the cubic polynomials and the goodness of fit. Note
that a cubic polynomial is the lowest order nonlinear odd function
that represents a physically correct force versus the structural dis-
placement relationship.

Figure 5 shows the applied static load �F� versus the measured
MMFB displacement �X�. Markers and lines represent test data

2The shaft can be characterized as rigid for the range of loads applied. The
procedure calls for the operator to first apply loads on the shaft and record its
deflection. Typically shaft deflections are two orders of magnitude smaller than those
from the MMFB.

Table 3 MMFB static load versus deflection tests: coefficients
of polynomial curve fit

Loading direction Load F �N� versus deflection X �mm�

Push load F=35448X3−2411X2+891X+48.4
Pull load F=39765X3+3635X2+818X−39.1

X range ��0.1, 0.1� mm, R2=0.997 is the correlation factor indicating the goodness
of the curve fit to test data.

Fig. 4 Schematic view of setup for static load versus deflec-
tion tests in MMFB

Table 1 Components of metal mesh foil bearing

Description Role

Bearing cartridge Stainless steel cylindrical ring Holds metal mesh ring and smooth top foil

Metal mesh ring Ring shaped compressed
woven wire mesh

Provides elastic support
and energy dissipation mechanism

Smooth top foil
�annealed and
tempered�

Thin stainless steel sheet, curved
and preformed, with one end affixed

to the MM ring and the other end free

A hydrodynamic film pressure builds up
within the gap between the

rotating shaft and the top foil.

Fig. 3 Dimensions in a MMFB and views of „a… tabs at one end
of top foil before assembly and „b… two apertures in metal mesh
ring

Table 2 Nominal dimensions and material specifications for
test MMFB

Parameter name and physical dimension Magnitude

Bearing cartridge outer diameter, DBO �mm� 58.15�0.02
Bearing cartridge inner diameter, DBI �mm� 42.10�0.02
Bearing axial length, L �mm� 28.05�0.02
Metal mesh outer diameter, DMMO �mm� 42.10�0.02
Metal mesh inner diameter, DMMI �mm� 28.30�0.02
Metal mesh mass, Mm �kg� 0.0391
Metal mesh density, �MM �%� 20
Top foil thickness, TTF �mm� 0.127
Wire diameter, DW �mm� 0.30
Copper Young modulus, E �GPa�, at 21°C �16� 114
Copper Poisson ratio, � �17� 0.33
Bearing mass �cartridge+mesh+foil�, M �kg� 0.318

Manufacturers define the density of metal mesh as the ratio of the ring mass to its
volume times the metal material density.
Uncertainty in mass measurement= �0.0001 kg.
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and their respective cubic polynomial curve fit. Note the hyster-
esis loop, representing mechanical energy dissipation, due to the
nonlinear load versus deflection behavior of the MMFB during the
push-pull loading tests. The sizeable loop evidences large me-
chanical energy dissipation, and thus anticipates the bearing capa-
bility to quickly dampen vibration amplitudes.

Figure 6 shows the estimated MMFB structural stiffness �K�
versus bearing static deflection �X�. Push and pull loads result in
two different curves for the estimated stiffness coefficients of
MMFB. A test starts with no load �F=0� and zero displacement
�X=0� and continues in the forward direction until the maximum
deflection point �A�. Then, as the load reversal occurs, the stiff-
ness instantaneously shifts to point B and continues along the
backward stiffness curve till point C. Again, as the loading re-
verses to the forward direction, the stiffness instantly shifts to
point D. The sudden changes in stiffness at the points of load
reversal are thought to be related to hysteresis and dry-friction
effects of the metal mesh.

4 Dynamic Load Tests on Metal Mesh Foil Bearing
Dynamic load tests aid to identify the structural stiffness and

equivalent viscous damping of the MMFB for increasing bearing
displacements and excitation frequencies. Figure 7 shows a sche-
matic view of the setup for the dynamic load tests on the MMFB
supported on a rigid shaft of diameter equal to 28.00 mm. A
fixture, clamped to a rigid steel table, holds the shaft firmly. The
fixture minimizes the motion between the shaft and the ground so
that the bearing is the only component in motion during shaker

testing. The electromagnetic shaker, suspended with cables from
the ceiling of the test facility, provides MMFB excitation forces
along the horizontal direction for increasing excitation frequen-
cies. An eddy current sensor measures the MMFB deflection. Ref-
erence �18�, also identifying structural force coefficients of bump-
type foil bearings, details further the test setup and procedure.

The load, displacement, and acceleration are taken as inputs to
the data acquisition system. Two eddy current sensors �sensitivity
8.24 V/mm� measure the displacement of the bearing and the
shaft, a piezoelectric accelerometer �sensitivity 10.73 mV/g�,
magnetically mounted on the bearing cartridge, measures the ac-
celeration of the bearing cartridge, and a force transducer �sensi-
tivity 11.2 mV/N�, affixed into the bearing cartridge at its axial
midspan, measures the dynamic load acting on the MMFB.

The experiments for identification of MMFB structural force
coefficients involve single frequency dynamic load excitations
with three prescribed MMFB motion amplitudes �12.7 �m,
25.4 �m, and 38.1 �m�. The dynamic load is applied with fre-
quencies ranging from 25 Hz to 400 Hz, varying in 25 Hz incre-
ments. All test conditions are repeated five times and averages of
the identified parameters are presented. A LABVIEW® in-house
program controls inputs to the shaker, acquires outputs from sen-
sors, and displays real-time test results. The user inputs the de-
sired amplitude of dynamic displacement, and a PC algorithm
controls the voltage amplitude to the electromagnetic shaker to get
the desired load.

Figure 8 shows a waterfall plot of the dynamic loads for exci-
tation frequencies from 25 Hz to 400 Hz. The amplitude of dy-
namic load to maintain fixed bearing amplitude of motion de-

Fig. 5 Typical applied static load versus measured MMFB
displacement

Fig. 6 Estimated structural stiffness versus MMFB
displacement

Fig. 7 Schematic view of setup for dynamic load tests with
MMFB supported on rigid shaft

Fig. 8 Waterfall plot of dynamic load for bearing with motion
amplitude of 38.1 �m and excitation frequencies from 25 Hz to
400 Hz
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creases with increasing frequency until �200 Hz, and increases
for higher frequencies ��300 Hz�. Figure 9 shows a waterfall
plot of the MMFB dynamic displacement response to the forced
excitations as frequency increases from 25 Hz to 400 Hz. Data
show dominant MMFB motion amplitudes �1X� synchronous to
the excitation frequency. Motion amplitudes in other harmonics
are negligibly small. In general, the amplitude of dynamic load
decreases as the displacement amplitude decreases for all frequen-
cies. The dynamic load is the lowest near the system natural fre-
quency at �250 Hz. For higher excitation frequencies
��300 Hz�, the dynamic load increases rapidly with increasing
frequency.

5 Estimation of Mechanical Parameters in Metal
Mesh Foil Bearing

A single degree of freedom mechanical system with constant
parameters represents the nonrotating test system �18�. The
MMFB motions X�t� due to an excitation force F�t� is governed
by

MẌ + CẊ + KX = F�t� �1�

where M is the bearing mass, and C and K are the bearing equiva-
lent viscous damping and structural stiffness coefficients, respec-

tively. For a single frequency ��� forced excitation, F= F̄ei�t, the

bearing response is X= X̄ei�t. Hence, Eq. �1� in the frequency do-
main becomes

�K − �2M�X̄ + i�CX̄ = F̄ �2�

Ready evaluation of the stiffness �K� and viscous damping �C�
coefficients follows from curve fits of the test data to the real and
imaginary parts of the impedance function Z, i.e.,

Z =
F̄

X̄
⇒ K − �2M = Re�Z�, C =

Im�Z�
�

�3�

In addition, from fundamental vibrations knowledge �19�, the re-
lationship between the viscous damping coefficient C and the
structural loss factor �	� representing material damping is

	 =
C�

K
�4�

Reference �10� reports empirical equations for predicting stiff-
ness and damping coefficients, derived from structural dynamic
load test data in four metal mesh dampers �MMDs� of various
radial thicknesses. In the reference, dynamic load tests quantify

the effects of axial compression, radial interference, and motion
amplitude on the stiffness and damping coefficients of the tested
metal mesh dampers. The tested MMDs have a wire diameter
�DW� of 0.32 mm and a density ��MM� of 42.7%. Reference �2�
provides further test data for metal mesh ring force coefficients for
increasing excitation frequencies and extends the predictive equa-
tions to include the effects of frequency.

The predictive formulas for estimation of the metal mesh
damper stiffness �K� and viscous damping �C� coefficients are
�2,10�

K = Eequiv ·
L

�Ro − Ri�
· �1 + 4 · 10−5�CA

L
�2	 · �1.0002��

· �1 + 0.0296� Rp

Ro − Ri
�	 · �1 + 0.112 · � A

Ro − Ri
�−2/3	

�5�

C� = Hequiv
L

�Ro − Ri�
· �1 + 8.7 · 10−5�CA

L
�2	 · �� �

�n
��−4/5�	

· �1 + 1.8 · 10−2� Rp

Ro − Ri
�3/2	 · �1 + 0.518 · � A

Ro − Ri
�−2/3	

�6�

where Eequiv and Hequiv are equivalent elastic moduli �direct and
quadrature� determined empirically. Above L is the ring axial
length with inner and outer radii �Ri and Ro�, CA is an axial com-
pression ratio, and Rp is the radial interference. The force coeffi-
cients are functions of the motion amplitude �A� and excitation
frequency ���.

Experimentally estimated K and C at an arbitrary frequency of
100 Hz for the highest motion amplitude of 38.1 �m are input
into the equations above to extract the empirical coefficients
Eequiv=31 kN /m and Hequiv=6.6 kN /m. Note that CA=0 and
Rp=0 for the current test bearing. Subsequently, Eqs. �5� and �6�,
with the derived Eequiv and Hequiv, predict the MMFB stiffness and
equivalent viscous damping coefficients for various motion ampli-
tudes and increasing excitation frequencies.

Figure 10 shows the bearing dynamic stiffness Re�Z�=K
−�2M decreasing with either an increase in excitation frequency
or an increase in amplitude of motion. Note that the system natu-
ral frequency decreases as the motion amplitude increases, as is
typical in a nonlinear system with a softening stiffness. The

Fig. 9 Waterfall plot of bearing displacements for motion am-
plitude of 38.1 �m and excitation frequencies from 25 Hz to
400 Hz

Fig. 10 Estimated MMFB dynamic stiffness „K−�2M… versus
excitation frequency for three motion amplitudes „12.7 �m,
25.4 �m, and 38.1 �m…
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MMFB structural stiffnesses identified are comparable with those
obtained in similar sized bump-type foil bearings �18�. Figure 11
shows the test identified and predicted MMFB structural stiffness
�K� versus frequency. The bearing structural stiffness decreases
with increasing motion amplitudes. In the range of low to moder-
ate frequencies �25–100 Hz�, the stiffness K decreases rapidly
��30%�. However, for larger frequencies, K increases gradually.
The predictions show a good correlation with identified structural
stiffness values.

Figure 12 shows the test identified and predicted MMFB
equivalent viscous damping coefficient �C� decreasing rapidly
with excitation frequency and with amplitude of motion, i.e., C


1 / ��X̄�. Note the logarithmic scale for the vertical axis. At the
highest test frequency of 400 Hz, the damping magnitude is two
orders less than that at 25 Hz. The predictions follow closely the
test identified coefficients.

The test results show that the mechanical energy dissipation
mechanism in a MMFB is not of viscous type. A more realistic
model is material hysteresis or structural damping. Figure 13 de-
picts the estimated structural loss factor, 	�C� /K, versus fre-
quency of excitation for the various load tests. The loss factor �	�
is as large as 0.70, a significant magnitude for the simple mechani-

cal system. The loss factor, achieving its highest value near the
system natural frequency, is a desirable feature to readily attenuate
amplitudes of motion.

Prior MMFB experimental force coefficients in Ref. �20�, ob-
tained 3 months earlier, are larger in magnitude than the current
ones. After undergoing continuous operation and multiple disman-
tling and reassembly processes, the stiffness and equivalent vis-
cous damping coefficients show a degradation of �60% and
�50%, respectively. The estimated loss factor increased from 0.5
to 0.7 in average. The changes in the force coefficients are mainly
due to variations in clearances resulting from creep or sag, and by
multiple dismantling and reassembly processes. Al-Khateeb �2�
made a similar observation, reporting a 57% and 74% reduction in
stiffness and damping, respectively, over a period of 12 months.
Al-Khateeb �2� recommended an axial compression and positive
radial interference to avoid relaxation of the MM bearing force
coefficients.

6 Conclusions
The paper details the construction of a MMFB and static and

dynamic load tests for the estimation of its structural stiffness and
material damping coefficients. Metal mesh, a compressed weave
of metal wires, is a simple and inexpensive compliant support
structure in gas foil bearings. A metal mesh foil bearing is as-
sembled using a ring shaped metal mesh, a formed and annealed
top foil, and a bearing cartridge. The MMFB, 28.00 mm in diam-
eter and 28.05 mm in length, is made of 0.3 mm copper wire with
a mesh density �compactness� of 20%.

Static load versus bearing deflection measurements show a non-
linear load-deflection relationship with a sizable hysteresis loop,
indicating large mechanical energy dissipation. Dynamic load
tests aid to the estimation of the bearing mechanical impedance,
the real and imaginary parts determining the bearing structural
stiffness, and viscous damping coefficients, respectively. The
bearing stiffness increases ��15%� with an increase in frequency
from 25 Hz to 400 Hz and decreases ��50%� with an increase in
amplitude of motion from 12.7 �m to 38.1 �m. The test fre-
quency significantly affects the MMFB equivalent viscous damp-
ing. At the lowest test frequency of 25 Hz, the equivalent viscous
damping coefficient attains the highest magnitude ��3.5 kN s /m
and 2 kN s /m for 12.7 �m and 38.1 �m motion amplitudes,
respectively�. The equivalent viscous damping coefficient decays
rapidly as the excitation frequency increases. For the entire range
of test frequencies, the MMFB equivalent viscous damping also
reduces with an increase in motion amplitude. The behavior noted
is typical of mechanical systems characterized by material or
structural damping, hence, the mechanical energy dissipation in a

Fig. 11 Experimental and predicted MMFB structural stiffness
„K… versus frequency. Results for three motion amplitudes
„12.7 �m, 25.4 �m, and 38.1 �m….

Fig. 12 Experimental and predicted MMFB viscous damping
„C… versus excitation frequency for three motion amplitudes
„12.7 �m, 25.4 �m, and 38.1 �m…

Fig. 13 MMFB structural loss factor „�… versus excitation fre-
quency for three motion amplitudes „12.7 �m, 25.4 �m, and
38.1 �m…
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metal mesh bearing is best described with a loss factor. From the
measurements, the test identified loss factor is as high as 0.70, a
large magnitude for the simple bearing configuration, showing
little dependency on the excitation frequency. The loss factor is
the highest around the system natural frequency of �250 Hz, a
desirable feature to control large vibration amplitudes at the natu-
ral frequency. Predicted MMFB structural stiffness and viscous
damping coefficients, derived from empirically based equations
for metal mesh dampers, show very good agreement with the
experimentally derived force coefficients. However, the experi-
ments also show a measureable reduction in MMFB stiffness and
damping coefficients after multiple dismantling, reassembly pro-
cesses, and continuous operation. The finding compromises the
reliability of MMFBs for actual implementation in commercial
machinery.

Presently, the MMFB undergoes rotordynamic tests in a high
speed test rig. See Ref. �21� for details on the lift off conditions of
the MMFB operation to a top speed of 40 krpm.
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Nomenclature
A 
 motion amplitude �m�
C 
 equivalent viscous damping coefficient �N s/m�

CA 
 axial compression ratio
DBI 
 bearing cartridge inner diameter �m�

DBO 
 bearing cartridge outer diameter �m�
DMMI 
 metal mesh ring inner diameter �m�

DMMO 
 metal mesh ring outer diameter �m�
DW 
 metal wire diameter �m�

E 
 Young’s modulus �N /m2�
Eequiv 
 equivalent elastic modulus �N/m�

F 
 force �N�
Hequiv 
 equivalent quadrature elastic modulus �N/m�

K 
 bearing structural stiffness �N/m�
L 
 bearing axial length �m�

M 
 bearing mass �kg�
Mm 
 metal mesh ring mass �kg�

Ri 
 metal mesh ring inner radius �m�
Ro 
 metal mesh ring outer radius �m�
Rp 
 radial interference �m�

TTF 
 top foil thickness �m�
X 
 bearing displacement �m�
Z 
 F̄ / X̄, bearing impedance �N/m�

�MM 
 wire density=metal mesh mass/�metal mesh
volume�density of metal�

� 
 Poisson’s ratio
	 
 metal mesh bearing structural loss factor
� 
 frequency of excitation �rad/s�
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Computational Studies of the
Unbalance Response of a Whole
Aero-Engine Model With
Squeeze-Film Bearings
The computation of the unbalance vibration response of aero-engine assemblies fitted
with nonlinear bearings requires the retention of a very large number of modes for
reliable results. This renders most previously proposed nonlinear solvers unsuitable for
this application. This paper presents three methods for the efficient solution of the prob-
lem. The first method is the recently developed impulsive receptance method (IRM). The
second method is a reformulation of the Newmark-beta method. In addition to these two
time-domain methods, a whole-engine receptance harmonic balance method (RHBM) is
introduced that allows, for the first time, the frequency domain calculation of the periodic
vibration response of a real engine. All three methods use modal data calculated from a
one-off analysis of the linear part of the engine at zero speed. Simulations on a
realistically-sized representative twin-spool engine model with squeeze-film damper bear-
ings provide evidence that the popular Newmark-beta method can be unreliable for
large-order nonlinear systems. The excellent correlation between the IRM and RHBM
results demonstrates the efficacy of these two complementary tools in the computational
analysis of realistic whole-engine models. �DOI: 10.1115/1.3159381�

1 Introduction
Aero-engine assemblies typically have at least two nested rotors

mounted within a flexible casing via squeeze-film damper �SFD�
bearings. In leading European designs most of the SFDs are un-
supported, as can be seen in Fig. 1, where a parallel retainer
spring �“squirrel cage”� is only used with one SFD at the end of
each rotor for axial location. Such a deployment of SFDs is highly
cost effective. However, it requires careful unbalance response
calculations that take account of the SFDs’ nonlinearity to ascer-
tain smooth running particularly at the unsupported SFDs �1�.

Such calculations can be done in either the time or frequency
domain. The former approach uses a numerical technique to
march the equations forward in time past the transient stage to
predict the steady-state response. Depending on the governing dy-
namics, this may not necessarily be periodic. The frequency do-
main approach, based on harmonic balance or trigonometric col-
location, is much faster but is restricted to a pre-assumed periodic
steady-state response. An efficient computational facility takes ad-
vantage of the relative merits of both approaches through an inte-
grated strategy that makes effective use of both �2�.

Most proposed computational techniques, although ostensibly
generic, have almost invariably been illustrated on simple rotor-
bearing systems, e.g., Refs. �2–5�. In fact, they are not tractable to
real engine structures due to their complexity and large number of
physical degrees of freedom. Moreover, even a transformation of
the problem to modal space would require the retention of a large
number of modes �1�. This is illustrated in Fig. 2, which shows a
typical frequency response function �displacement per unit force
or “receptance”� of the linear part of the engine in Fig. 1 at zero
rotational speed, computed from a finite element �FE� model sup-
plied by a leading engine manufacturer. “Linear part” means the
structure that remains in Fig. 1 when the SFDs are replaced by
gaps.

Figure 2 clearly shows a high modal density at relatively low

frequencies. One notes that the sudden reduction in modal density
beyond 500 Hz is merely an artifact of the degree-freedom reduc-
tion technique used by the FE modelers.

The standard time-domain solution approach is to integrate the
modal equations of motion with the external forces and nonlinear
motion-dependent forces on the right hand side �2,5�. Conven-
tional implicit integration schemes �e.g., Refs. �4–6�� transform
these equations into an equal number of algebraic equations which
then have to be solved iteratively at each time step to obtain the
current modal state variables. Hence, for a whole-engine model,
the time-marching process slows down to impractical levels due
to the large number of modes �and hence, equations�. This prob-
lem has been recently resolved by the authors through the novel
implicit IRM �1�. The IRM equations relate the relative displace-
ments and velocities at the SFDs with the motion-dependent
forces and other excitations acting on the linear part. Hence, the
IRM’s computational efficiency is largely immune to the number
of modes since the number of equations to be solved at each time
step is dependent only on the number of nonlinear elements. This
method was validated in Ref. �1� against a standard generic form
implicit �SGFI� solver for a realistic engine problem and found to
be about 40 times faster. The term “SGFI” means an implicit
integration routine that requires expression of the equations of
motion in standard first order �state-space� form, or second order
form, prior to integration, e.g., the modified Rosenbrock algorithm
used by MATLAB solver ode23s© �6�. The Newmark-beta method
�NBM� �7� is an implicit alternative to SGFI solvers. In its con-
ventional formulation the NBM suffers from the same inefficiency
problem when subjected to a large-order system. However, it will
be shown in this paper that the NBM can be reformulated to avoid
this problem. Nonetheless, it will be shown that the NBM can be
unreliable for a real engine-type problem.

The RHBM was developed in Ref. �2� for the frequency do-
main analysis of a rotating system comprising a single shaft with
negligible gyroscopic effect running on flexibly-housed SFDs.
This approach is ideal for a large-order system since it simplifies
the problem by using the receptances of the linear part to extract
equations governing the harmonics of the response at the SFDs
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only. The present paper resolves outstanding issues with the
RHBM, which are essential for its application to whole-engine
models. Foremost among these are �a� the consideration of stati-
cally indeterminate problems in the “zeroth” harmonic of the vi-
bration �2� and �b� gyroscopic effects. Receptances are computed
from a modal series summation �7�. Hence, gyroscopy is an issue
since, for RHBM to be feasible, the receptances should pertain to
the linear part under nonrotational conditions, making them inde-
pendent of the rotors’ rotational speeds, thus allowing a one-off
eigenproblem. Hence, a means has to be found of including gyro-
scopic effects into the nonlinear problem without adding to the
number of unknowns.

Section 2 of this paper presents the theory behind the three
methods presented �IRM, fast Newmark-beta method �FNBM�,
and RHBM�. In Sec. 3 these methods are tested on a realistically-
sized representative twin-spool aero-engine model.

2 Computational Analysis

2.1 System Description. The engine is assumed to have J
rotors each with speed ��j� and unbalance excitation distributed in
vector �column matrix� u�j��t�, j=1, . . . ,J as follows:

u�j��t� = u�j�cos cos ��j�t + u�j�sin sin ��j�t �1�

If the unbalance of the engine is confined to only one rotor, then it
is referred to as “single frequency unbalance” �SFU�. Otherwise it
is multifrequency unbalance �MFU�.

The governing equation of motion is

q̈ + �q = Hf
Tf�x, ẋ,t� + Hg

Tg��̇� �2�

In Eq. �2�, q is the R�1 vector of modal coordinates and � is a
diagonal matrix of the squares of the natural frequencies
�1 , . . . ,�R. The modal parameters in all the theory pertain to the
linear part of the assembly under nonrotating conditions. The
damping in the linear part of an engine is commonly regarded as
negligible �2�. The linear part is acted on by the force and moment
vectors f and g, respectively. Hf is the matrix whose columns are
the mass-normalized eigenvectors �f

�r� �r=1, . . . ,R� taken at the
degrees-of-freedom corresponding to the directions and locations
of the elements of f. Similarly for Hg.

f comprises the unbalance forces, the static loading distribution
w on the rotors, and the SFD forces � and −� as follows:

f�x, ẋ,t� = ���v, v̇�T − ��v, v̇�Tu�1�
T �t� ¯ u�j�

T �t� ¯ u�J�
T �t�wT�T

�3�

��v , v̇�= ���1�
T
¯��i�

T
¯��N�

T �T where ��i� contains the Cartesian

�x ,y� forces on the journal Ji of SFD no. i, i=1, . . . ,N. The vector
−��v , v̇� comprises the SFD forces on the bearing housings Bi of
the SFDs �Fig. 1�, i.e., SFD fluid inertia is neglected. The vector v
contains the instantaneous Cartesian �x ,y� displacements of all the
journal centers relative to the instantaneous positions of the bear-
ing housing centers:

v = vs + x �4�

where x is the component of v induced by f and vs is a vector
defining the static offsets of the SFD journals relative to their
housings, in the x, y directions, under no rotor loading. The trans-
formation from q to x is given by

x = Hxq �5�

Hx being the matrix whose columns �x
�r� define the values of x in

the respective mass-normalized modes. For known v and v̇, the
forces within � are calculated by numerical integration of the
instantaneous pressure distribution across each oil film. As in
Refs. �1,8�, the pressure distribution p is assumed to be

p��,Z,e, ė,�̇� = pshort��,Z,e, ė,�̇� + �plong��,e, ė,�̇��0.5 − Z/L�
�6�

pshort and plong are the short and long bearing approximations,
respectively �8�, � and Z are the spatial coordinates local to the oil
film, and e and � are the polar coordinates of the journal center
relative to the instantaneous position of the bearing housing cen-
ter. � is an “end-leakage factor” that quantifies the degree of seal-
ing at the outlet of the SFD, which could be fitted with an end-
plate �as in Fig. 3� or other form of sealing. Prior to integration,
the pressure distribution p in Eq. �6� is truncated below a mini-
mum level ��101.325 kPa in this work� to account for cavitation
�1,2�.

The gyroscopic effect on the rotors is assumed to be concen-
trated at a number of locations. g is the vector containing the
gyroscopic moments on all the rotors. Hence,

g��̇� = P�̇ �7�

where P is a diagonal matrix of polar angular momenta �1� and �
is the vector of instantaneous flexural rotations at the gyroscopic

locations �where �̇=H�q̇, similar to Eq. �5��.

2.2 Time Domain Solution. The integrators described in this
section calculate qk and q̇k for known qk−1 and q̇k−1, where qk
=q�tk�, q̇k= q̇�tk�, and tk= tk−1+h.

2.2.1 IRM. In this outline of the IRM, the gyroscopic effect is
excluded for ease of presentation. The addition of the gyroscopic
effect to the following analysis is detailed in Ref. �1�.

Using the Duhamel integral method �7� over the interval
�tk−1 , tk�,

Fig. 1 Schematic of a typical twin-spool engine †1‡

Fig. 2 Point receptance at B1 in the y direction †1‡

Fig. 3 Axial cross-sectional view of SFD
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qk = q̇k−1 . � sin��h� · /� + qk−1 . � cos��h�

+�
0

h

�Hf
Tf���� · � sin��h − ��� · /�d� �8a�

q̇k = q̇k−1 . � cos��h�

− qk−1 . � � · � sin��h��
0

h

�Hf
Tf���� · � cos��h − ���d�

�8b�

For the purpose of evaluating the above integrals, f��� is approxi-
mated over the interval 0	�	h as

f��� = fk−1 + �fk − fk−1��/h �9�

where fk= f�xk , ẋk , tk� and xk=x�tk�, ẋk= ẋ�tk�. Hence, after substi-
tuting Eq. �9� into Eqs. �8a� and �8b� and evaluating the integrals
and simplifying, one obtains

qk = q̂k + �Hf
Tfk − Hf

Tfk−1� . � �� −
1

h
sin��h�	 . /��·

3�

�10a�

q̇k = q̂̇k + �Hf
Tfk − Hf

Tfk−1� . � �n − cos��h�� . /�h�·
2� �10b�

where

q̂k = q̇k−1 . � sin��h� . /� + qk−1 . � cos��h�

+ Hf
Tfk−1 . � �n − cos��h�� . /��·

2� �11a�

q̂̇k = q̇k−1 . � cos��h� − qk−1 . � � . � sin��h�

+ Hf
Tfk−1 . � sin��h� . /� �11b�

In Eqs. �10b� and �11a�, n is a vector of ones �“1s”� of the appro-
priate size. Multiplying both sides of Eqs. �10a� and �10b� by Hx,
noting Eq. �5�, and simplifying

xk = x̂k + Rxf�fk�xk, ẋk,tk� − fk−1� �12a�

ẋk = x̂̇k + Sxf�fk�xk, ẋk,tk� − fk−1� �12b�

where

x̂k = Hxq̂k �13a�

x̂̇k = Hxq̂̇k �13b�

and

Rxf�h� = 

r=1

R ��x
�r��f

�r�T��r −
1

h
sin �rh�/�r

3	 �14a�

Sxf�h� = 

r=1

R

��x
�r��f

�r�T�1 − cos �rh�/�h�r
2�� �14b�

Equations �12a� and �12b� are a set of nonlinear algebraic equa-
tions with xk and ẋk as unknowns. Hence, one can use an iterative
method �like the Newton–Raphson method �9� used here� to solve
for xk and ẋk. The number of equations to be solved at each
time-step is only four times the number of SFDs. Once xk and ẋk
are found, fk is determined, hence from Eqs. �10a� and �10b� one
can determine qk and q̇k, and progress the solution.

2.2.2 FNBM. The gyroscopic effect is again excluded merely
for ease of presentation. Applying the Newmark-beta method to
the modal coordinate space, it is assumed that �7�

qk = qk−1 + hq̇k−1 + h2��0.5 − 
�q̈k−1 + 
q̈k� �15a�

q̇k = q̇k−1 + h��1 − ��q̈k−1 + �q̈k� �15b�

where 
 and � are constants that are arbitrarily chosen with a
view to accuracy and stability of the solution. For 
=0.25 and
�=0.50, the method becomes the constant average acceleration
method �7�. Rearranging Eq. �15a�,

q̈k = h−2
−1�qk − qk−1� − �h
�−1q̇k−1 − �0.5
−1 − 1�q̈k−1 �16�

Substituting Eq. �16� into Eq. �15b� gives

q̇k = ��h
�−1�qk − qk−1� + �1 − �
−1�q̇k−1 + h�1 − 0.5�
−1�q̈k−1

�17�

Substituting Eq. �16� into Eq. �2� and solving for qk gives

qk = q�k + DHf
T�fk�xk, ẋk,t� − fk−1� �18�

where

D�h� = �h−2
−1I + ��−1 �19�

q�k = D�h−2
−1qk−1 + �h
�−1q̇k−1 + �0.5
−1 − 1�q̈k−1 + Hf
Tfk−1�

�20�

Substituting for qk in Eq. �18� into Eq. �17� gives

q̇k = q̇�k + ��h
�−1DHf
T�fk�xk, ẋk,t� − fk−1� �21�

where

q̇�k = ��h
�−1�q�k − qk−1� + �1 − �
−1�−1q̇k−1 + h�1 − 0.5�
−1�q̈k−1

�22�

It is noted that Eqs. �15a�, �15b�, and �16�–�22� are basically the
same as those in Ref. �7� except that they have been adapted to the
modal coordinate space.

In Eqs. �18� and �21�, it is noted that xk=Hxqk and ẋk=Hxq̇k.
Hence, Eqs. �18� and �21� comprise a set of 2R nonlinear alge-
braic equations in an equal number of unknowns contained in
state variables qk and q̇k. In the conventional implementation of
the Newmark-beta method to nonlinear systems �e.g., Ref. �5�� it
is state-variable equations such as these that are solved at each
time-step, making the process unwieldy for a very large number of
modes. This problem is overcome in this paper through the fol-
lowing slight modification to the formulation. Multiplying both
sides of Eqs. �18� and �21� by Hx yields

ẋk = x�k + Rxf� �fk�xk, ẋk,tk� − fk−1� �23a�

ẋk = ẋ�k + Sxf� �fk�xk, ẋk,tk� − fk−1� �23b�

where

x�k = Hxq�k �24a�

ẋ�k = Hxq̇�k �24b�

Rxf� �h� = HxDHf
T �25a�

Sxf� �h� = ��h
�−1Rxf� �h� �25b�

The analogy with the IRM equations �12a� and �12b� is evident.
Equations �23a� and �23b� comprise only 4N equations in an equal
number of unknowns in xk and ẋk. It is these equations that are
solved at each time step. The definitive value of fk is then deter-
mined, enabling the updating of qk and q̇k through Eqs. �18� and
�21�.

The gyroscopic effect can be added to the above FNBM analy-
sis in a similar manner to the IRM �1�. It is noted that all simula-
tions presented in Sec. 3 include the gyroscopic effect.

2.3 Frequency Domain Solution: RHBM. In the RHBM, the
vibration is assumed to be periodic with a fundamental frequency
of �, where
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� = ��jref�
/Q �26�

Q is a positive integer and ��jref� is termed the “reference unbal-
anced shaft speed.” In the case of SFU, ��jref� is the speed of the
�only� unbalanced shaft and Q is commonly taken as 1. In the case
of MFU, ��jref� is the speed of the slowest unbalanced shaft and
the value of Q will be chosen according to the ratio of the speeds
of the unbalanced shafts. Both the system response and the
motion-dependent forces can be represented by a Fourier series,
e.g.,

v = v + 

k=1

K

�vcos
�k� cos k�t + vsin

�k� sin k�t� �27�

For each nonzero harmonic of v one can write the following
force-response relationship:

vcos
�k�

vsin
�k� � = Cxx�k�� 0

0 Cxx�k�� ��cos
�k�

�sin
�k� � + Cxg�k�� 0

0 Cxg�k�� �
�gcos

�k�

gsin
�k� � + 


j=1

J

k�,��j�Cxu�j�
�k�� 0

0 Cxu�j�
�k�� �

�u�j�cos

u�j�sin
�, k = 1, . . . ,K �28�

where the matrices Cxx, etc., are receptance �or “compliance”�
matrices relating the relative x and y displacements at the SFD
terminals to the various excitations. From modal theory �7�,

Cxx��� = 

r=1

R
�x

�r��x
�r�T

�r
2 − �2 �29a�

Cxg��� = 

r=1

R
�x

�r��g
�r�T

�r
2 − �2 �29b�

Cxu�j�
��� = 


r=1

R �x
�r��u�j�

�r�T

�r
2 − �2 �29c�

The gyroscopic terms gcos
�k� and gsin

�k� can be eliminated from the
right hand side of Eq. �28� by considering the force-displacement
relationship for each harmonic k� of the flexural angular dis-
placement � at the gyroscopic locations,

�cos
�k�

�sin
�k� � = C�x�k�� 0

0 C�x�k�� ��cos
�k�

�sin
�k� � + C�g�k�� 0

0 C�g�k�� �
�gcos

�k�

gsin
�k� � + 


j=1

J

k�,��j�C�u�j�
�k�� 0

0 C�u�j�
�k�� �

�u�j�cos

u�j�sin
�, k = 1, . . . ,K �30�

where the matrices C�x, etc., are calculated in a similar manner to
the matrices in Eq. �29�. From Eq. �7�,

gcos
�k� = k�P�sin

�k� �31a�

gsin
�k� = − k�P�cos

�k� �31b�

Hence, by substituting for �cos
�k� and �sin

�k� in Eq. �31� into Eq. �30�,
one can solve the resulting equation for gcos

�k� and gsin
�k� in terms of

�cos
�k� and �sin

�k�, and u�j�cos and u�j�sin. Hence, substituting the result-

ing expressions for gcos
�k� and gsin

�k� into Eq. �28�, one obtains equa-
tions of the form

vcos
�k�

vsin
�k� � =  F�k�� G�k��

− G�k�� F�k�� ��cos
�k�

�sin
�k� � + 


j=1

J

k�,��j�

� T�j��k�� Q�j��k��

− Q�j��k�� T�j��k�� �u�j�cos

u�j�sin
�, k = 1, . . . ,K

�32�

where the matrices F, G, T�j�, and Q�j� are obtained through the
above-described manipulation. Equation �32� constitutes the dy-
namic block of the RHBM equations.

The existence of the mean or zero-frequency harmonic in the
response �i.e., v in Eq. �27�� necessitates an additional block of
equations. The determination of this block requires a different
analysis to that used for the dynamic block due to the presence of
rigid body modes in the linear part of the system, which introduce
eigenfrequencies �r=0, resulting in indeterminate receptances at
zero-frequency, i.e., Cxx�0�→ �� in Eq. �29a�. In the case of the
twin-spool engine of Fig. 1, there are four rigid body modes—two
for each rotor, defining rigid body pivoting motion of a rotor
about its only sprung journal �J1 for low-pressure �LP� rotor and
J3 for high-pressure �HP� rotor� in the planes xz and yz, respec-
tively. The mean components � of the SFD forces �which are a
consequence of the vibration� are in equilibrium with the static
loading distribution w. However, in the case of the LP rotor it is
clear that the equilibrium problem is statically indeterminate. This
problem can be overcome as follows. Let the system have P rigid
body modes, and let the mean component of the modal coordinate
vector be partitioned thus:

q = �q̆T q̃T �T �33�

where q̆T and q̃T, respectively, contain the rigid and flexible mean
modal coordinates. Combining Eqs. �4� and �5�, one can write, for
the zeroth harmonic

v = vs + H̆xq̆ + H̃xq̃ �34�

where the modal matrix Hx has been partitioned into rigid and

flexible modal matrices H̆x and H̃x. Equation �34� can be ex-
pressed as follows:

v = vs + H̆xq̆ + C̃xx�0�� + C̃xw�0�w �35a�

where the matrices C̃xx�0� and C̃xw�0� are computed as for Eq.
�29�, but with the omission of the first P rigid body modal terms
in their series expressions.

In Eqs. �32� and �35a�, �, �cos
�k� , and �sin

�k� are each functions of v,
vcos

�k� , and vsin
�k�. Hence, in Eqs. �32� and �35a�, there are P more

unknowns than there are scalar equations due to the unknowns in
q̆. The required additional P scalar equations can be obtained by
considering the “pseudostatic” equilibrium of the rotors under �
and w. This principle can be applied in a systematic fashion as
follows:

0 = Axselx
�0�� + Axselw

�0�w �35b�

where the accelerance matrices Axselx
���=−�2Cxselx

��� and
Axselw

���=−�2Cxselw
���, respectively, relate the forces in � and w

to the relative acceleration response at selected SFDs. The journal
of a selected SFD should not coincide with any node of the cor-
responding rotor’s rigid body modes. The method of Eq. �35b�
yields a maximum of P independent scalar equations. Since each
selected SFD produces two equations �one for each plane xz, yz�,
the number of selected SFDs is then P /2.

Equations �32�, �35a�, and �35b� constitute the full set of
RHBM equations totaling 2N�2K+1�+ P scalar equations in an
equal number of unknowns contained in the vector
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z = �q̆T vT vcos
�1�T vsin

�1�T
¯ vcos

�K�T vsin
�K�T �T �36�

For given ��jref� and Q �Eq. �26��, the RHBM can be solved using
an iterative scheme like Newton–Raphson �9�. For any iterate of
z, the time history of v is determined �Eq. �27��. This allows the
calculation of the terms �, �cos

�k� , and �sin
�k� through a Fourier analysis

of the time history of ��v , v̇� evaluated at a suitable number of
points over one period using the physical model of the SFD. A
predictor-corrector continuation scheme is used to advance the
solution process over a range of speeds ��jref� for given Q, tracing
out a “speed-response” curve �2�. The initial approximation �“pre-
dictor”� to the Newton–Raphson solver at an attempted solution
point on the speed-response curve is estimated from the previous
solution points. The initial approximation to the first solution
point �only� is provided by the Fourier coefficients of a time-
domain solution.

Once the response at the SFDs is determined, the response at
any arbitrary degree-of-freedom can be readily calculated �with-
out further solution� by applying the appropriate receptance rela-
tionships �2�.

3 Simulations on a Whole-Engine Model
The above-developed methods were applied to a representative

twin-spool aero-engine having the schematic layout in Fig. 1, us-
ing a realistically-sized whole-engine FE model provided by a
leading engine manufacturer �10�.

Prior to the nonlinear computation, a one-off eigenvalue analy-
sis was performed on the linear part of the whole-engine model at
zero rotational speed. A typical receptance function computed
from the results of this eigenproblem �as in Eq. �29�� is illustrated
in Fig. 2. All 934 modes over the range 0–1 kHz were included in
the subsequent nonlinear analysis due to high shaft speeds and
harmonics in the response.

The three methods were applied for two cases A and B, respec-
tively, involving SFU and MFU. For each rotor the unbalance was
concentrated at two locations. In case A the unbalance was re-
stricted to the LP rotor only. Figure 4 indicates the positions of
these locations, as well as the locations of the SFDs and the dis-
tribution of the weights of the two rotors.

The gyroscopic effect was discretized at 7 points on the LP
rotor and 12 points on the HP rotor. The SFDs considered for this
study were single-land and end-fed with oil of viscosity of
0.0049 N s m−2 at a pressure of 3 bars �gauge�. The bearing di-
ameters and radial clearances were typically 200 mm, 0.1 mm
respectively and the land lengths ranged from 16 mm to 34 mm.
The end-leakage factor �=0.03, as typically used in industry. The
bearing housings were assumed to be perfectly aligned with each
other prior to rotor assembly i.e., vs=0 in Eq. �4�.

For each cases A and B, the nonlinear analysis was performed
for a fixed speed ratio ��2� /��1�=1.2. All simulations were per-
formed in MATLAB on a standard desktop PC with Intel® Pen-
tium® D CPU 3 GHz processor.

3.1 Case A: SFU. In this case, U�1�1 and U�1�2=6.3 kg mm in
phase and U�2�1 and U�2�2=0. Figures 5�a�–5�d� compare the re-
sults obtained by the three methods for the steady-state SFD orbits
for LP and HP rotor speeds of 10,000 rpm and 12,000 rpm, re-
spectively. The time-domain results required up to 4000 LP shaft

revolutions to reach steady-state from default initial conditions
�corresponding to zero relative displacements and velocities at
each SFD�. Figures 5�a� and 5�b� show that there was significant
disagreement between the IRM and FNBM orbits, particularly at
the unsupported SFD No. 5. The FNBM result was also found to
be sensitive to slight variations in 
 and �, without improving the
correlation with the IRM �Fig. 5�c��. It is noted that, for both IRM
and FNBM, a variable step size h was used to efficiently maintain
the accuracy within a preset tolerance, and that h was capped at a
maximum value of 1/250 of the period of rotation of the unbal-
anced shaft. The Fourier coefficients of the FNBM result were
used to provide the initial approximation for the RHBM iterative
process, which subsequently converged to a solution �Fig. 5�d��
that was in virtual perfect agreement with the IRM. It is noted
that, for RHBM, eight harmonics of the fundamental frequency
��1� were used, giving 5�2�2�8+1�+4=174 unknowns.

The RHBM convergence to the IRM result proved conclusively
that the FNBM results were erroneous. Similarly erroneous
FNBM results were observed at other speeds. The use of the
FNBM was therefore discontinued for the remaining simulations
presented here.

Having generated this first RHBM solution point, a speed-
response curve was constructed using a rudimentary continuation
technique with ��1� as the control parameter. The results are
shown in Fig. 6 for SFD Nos. 4 and 5. The steady-state IRM
results at discrete speeds are overlaid on the same axes and show
excellent correlation with the RHBM.

Fig. 4 Rotor weight distribution, SFD bearing locations, and
unbalance locations for twin-spool engine

Fig. 5 Computed periodic steady-state orbits of bearing jour-
nals relative to their housings for SFU „orbits normalized with
respect to the respective radial clearances…. „a… IRM †1‡; „b…
FNBM with �=0.25, �=0.50; „c… FNBM with �=0.25, �=0.55; and
„d… RHBM.

Fig. 6 SFU speed-response curves of y relative displacements
at SFDs 4 and 5 „vertical axes give half peak-peak amplitude
normalized by radial clearance…
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3.2 Case B: MFU. In this case, U�1�1 and U�1�2=6.3 kg mm
in phase and U�2�1 and U�2�2=5 kg mm in phase. The angle be-
tween U�1�1 and U�2�1 at t=0 was taken to be zero. Figure 7 shows
the steady-state SFD orbits computed by IRM and RHBM for LP
and HP rotor speeds of 10,000 rpm and 12,000 rpm, respectively.
The IRM result was achieved after a total of 4000 LP shaft revo-
lutions from default initial conditions. The initial approximation
for the RHBM solution was provided by the Fourier coefficients
of the transient time-domain solution over only the first 100 LP
shaft revolutions. Since ��2� /��1�=1.2=6 /5, the fundamental fre-
quency of the RHBM was taken as ��1� /5 �i.e., Q=5�. 33 har-
monics of this fundamental were used, giving a total of 674 un-
knowns. The excellent agreement between IRM and RHBM was
maintained over a range of speeds, as indicated by the speed-
response curves in Fig. 8.

3.3 Discussion. Prior to analyzing the whole-engine model,
the three methods were tested on the simple system shown in Fig.
9, which was a simplification of the real twin-spool engine de-
picted in Fig. 1. A total of ten modes was used to analyze this
simple system, and excellent agreement was generally achieved
between the IRM and FNBM. The FNBM was also observed to be
robust with respect to slight changes in the values of 
 and �
about their typical values of 0.25 and 0.50, respectively.

The discrepancy between IRM and FNBM in the subsequent
real engine analysis leads to the conclusion that the underlying
assumptions of the Newmark-beta method, expressed by Eqs.
�15a� and �15b�, may become problematic in the presence of a
large number of modes and several nonlinear elements. The rela-
tionships in Eqs. �15a� and �15b� effectively prelock the state-
variables into a relationship, and this restriction is carried through
the computation. In fact, comparing the FNBM equations �23a�,
�23b�, �24a�, �24b�, �25a�, and �25b� with the IRM equations

�12a�, �12b�, �13a�, �13b�, �14a�, and �14b�, it is evident that the
matrices Rxf� and Sxf� differ by just a scalar factor, in contrast to
Rxf and Sxf.

Returning to the engine predictions �Figs. 5 and 7�, it is noted
that the offsets at the spring supported SFD orbits �Nos. 1 and 3�
were due to the static loading. The prediction of the response at
the remaining �unsupported� SFDs �particularly Nos. 4 and 5�
posed the major computational challenge for the RHBM iterative
process, particularly in the presence of a large number of harmon-
ics. The typical solution times per point of the RHBM speed-
response curves �Figs. 6 and 8� were 5 s for SFU and 50 s for
MFU. In general, for MFU, if ��2� /��1�=H /Q, where H and Q
are integers with no common factor and H�Q, then the RHBM
computation time increases with Q since a greater number of har-
monics K has to be included. At certain, very narrow, regions of
the speed range the RHBM computation time increased consider-
ably from the values quoted since the rudimentary continuation
process used here struggled to provide an adequate initial approxi-
mation to the iteration. However, even in the absence of a con-
tinuation scheme, the RHBM is highly useful at rapidly complet-
ing unfinished time-domain solutions through to periodic steady-
state. Further computational details and results for the whole-
engine RHBM will be available in a separate paper �11�.

Finally, it is noted that the observed agreement between IRM
and RHBM is a consequence of the existence of stable periodic
vibration for the operating regime considered. As observed in Ref.
�1�, reducing the degree of sealing to a very low level ��
=0.010�, all other parameters kept the same, resulted in a steady-
state quasiperiodic response which could only be computed by a
time-domain technique.

4 Conclusions
This paper presented three methods for the efficient computa-

tion of the unbalance response of a whole aero-engine model with
nonlinear bearings. An overview of the recently developed rapid
impulsive receptance method was given. An alternative solver was
proposed through the reformulation of the Newmark-beta method
for rapid implementation to large-order systems. In addition to
these two time-domain methods, a whole-engine receptance har-
monic balance method has been introduced, which has allowed,
for the first time, the frequency domain analysis of a real whole-
engine model. Simulations on a whole-engine model with
squeeze-film damper bearings provided evidence that the popular
Newmark-beta method can be unreliable for large-order nonlinear
systems. The excellent correlation between the IRM and RHBM
results demonstrated the efficacy of these two complementary
tools in the computational analysis of realistic whole-engine mod-
els.
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Nomenclature
� �T � matrix/vector transpose

�
•

� � d� � /dt

�̃ � � component of � � pertaining to the flexible
body modes

�˘� � component of � � pertaining to the rigid body
modes

a � �a1 ¯ an�T

b � �b1 ¯ bn�T

a.�b � �a1b1 ¯ anbn�T

a. /b � �a1 /b1 ¯ an /bn�T

Fig. 7 Computed periodic steady-state orbits of bearing jour-
nals relative to their housings for MFU „RHBM „——…, IRM
„------…; orbits normalized with respect to the respective radial
clearances…

Fig. 8 MFU speed-response curves of y relative displace-
ments at SFDs 4 and 5 „vertical axes give half peak-peak am-
plitude normalized by radial clearance…

Fig. 9 Schematic of the simple twin-shaft system
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a·
m

� �a1
m

¯ an
m�T

sin�a� � �sin a1 ¯ sin an�T

cos�a� � �cos a1 ¯ cos an�T

� �, � �cos
�k� , � �sin

�k�
� Fourier coefficients of vector � �

Axselx
��� � accelerance matrices, Eq. �35b�

Cxx��� � receptance matrices, Eq. �29�
D � diagonal matrix defined in Eq. �19�
f � vector of squeeze-film forces, unbalance

forces, static loading, Eq. �3�
fk � f�xk , ẋk , tk�

F�k�� � matrix used in Eq. �32�
g � vector of gyroscopic moments �Eq. �7��

G�k�� � matrix used in Eq. �32�
h � time-step size

Hf, Hx, H�, and Hg � modal matrices with columns �f
�r�, �x

�r�,
etc.

i � counter for nonlinear bearings
I � identity matrix
j � counter for rotors
J � total number of rotors
k � time-step counter �Secs. 2.2.1 and 2.2.2�

� harmonic counter �RHBM, Sec 2.3�
K � order of highest harmonic in RHBM
L � SFD land length
n � vector of ones
N � total number of nonlinear bearings �SFDs�

p�� ,Z ,e , ė , �̇�� SFD pressure distribution, Eq. �6�
P � total number of rigid body modes
P � diagonal matrix of polar angular momenta �1�
q � vector of modal coordinates �Eq. �2��

qk � q�tk�
q̇k � q̇k�tk�

q̂k and q̂̇k � defined in Eqs. �11a� and �11b�
q�k and q̇�k � defined in Eqs. �20� and �22�

Q � positive integer, Eq. �26�
Q�j��k�� � matrix used in Eq. �32�

r � counter for modes
R � total number of modes considered

Rxf and Sxf � matrices defined by Eqs. �14a� and �14b�
Rxf� and Sxf� � matrices defined by Eqs. �25a� and �25b�

t � time
tk � discrete time, =tk−1+h

T�j��k�� � matrix used in Eq. �32�
u�j� � unbalance excitation on rotor no. j

U�j�1 and U�j�2 � unbalance mass-radius products at locations
1 and 2 of rotor no. j �Fig. 4�

v � vector of instantaneous x and y displacements
of the SFD journal centers relative to their
bearing housing centers

vs � vector of static x and y offsets of the SFD
journals relative to their housing

w � vector of static loading on all rotors
x � v−vs

xk � x�tk�
ẋk � ẋ�tk�

x̂k and x̂̇k � defined by Eqs. �13a� and �13b�
x�k and ẋ�k � defined by Eqs. �24a� and �24b�

z � vector of RHBM unknowns �Eq. �36���
x, y, and z � Cartesian frame, Fig. 1

� � diagonal matrix of �1
2 , . . . ,�R

2


 and � � parameters of Newmark-beta method
� � end-leakage factor of SFD �Eq. �6��

�x
�r�

� value of x in rth mass-normalized mode
�f

�r� and �g
�r�

� mass-normalized eigenvectors at degrees of
freedom corresponding to directions and loca-
tions of elements in f and g

� � vector of flexural rotations �Eq. �7��
�r � circular frequency of rth undamped mode
� � ��1 ¯ �r ¯ �R�T �Sec. 2.2.1�
� � generic circular frequency �Sec. 2.3�
� � fundamental circular frequency of RHBM

k�,��j� � 1�k�=��j�� or 0�k����j��
��j� � rotational speed of rotor no. j �rad/s�

��jref� � speed of reference shaft �Eq. �26��
� � local time over interval �tk−1 , tk�
� � vector of x and y SFD forces on all journals

��i� � vector of x and y SFD forces on journal of
SFD no. i

References
�1� Hai, P. M., and Bonello, P., 2008, “An Impulsive Receptance Technique for the

Time Domain Computation of the Vibration of a Whole Aero-Engine Model
With Nonlinear Bearings,” J. Sound Vib., 318�3�, pp. 592–605.

�2� Bonello, P., Brennan, M. J., and Holmes, R., 2002, “Non-Linear Modelling of
Rotor Dynamic Systems With Squeeze Film Dampers—An Efficient Inte-
grated Approach,” J. Sound Vib., 249�4�, pp. 743–773.

�3� Lim, C. L., Kik, D. F., and Levesley, M. C., 2004, “Analysis of a Flexible
Rotor System Including Non-Linear Squeeze Film Damping Using a Finite
Element Method,” IMechE Conference Transactions, 8th International Confer-
ence on Vibrations in Rotating Machinery, Professional Engineering, Bury St.
Edmunds, UK, pp. 131–140.

�4� Chu, F., and Holmes, R., 1998, “Efficient Computation on the Nonlinear Re-
sponses of a Rotating Assembly Incorporating the Squeeze-Film Damper,”
Comput. Methods Appl. Mech. Eng., 164, pp. 363–373.

�5� Armentrout, R. W., and Gunter, E. J., 1999, “Transient Modal Analysis of
Nonlinear Rotor-Bearing Systems,” Proc. SPIE, 3727�1�, pp. 290–296.

�6� Shampine, L. F., and Reichelt, M. W., 1997, “The Matlab ODE Suite,” SIAM
J. Sci. Comput. �USA�, 18�1�, pp. 1–22.

�7� Petyt, M., 1998, Introduction to Finite Element Vibration Analysis, Cambridge
University Press, Cambridge, UK, pp. 392 and 430–432.

�8� Dede, M. M., Dogan, M., and Holmes, R., 1985, “The Damping Capacity of a
Sealed Squeeze Film Bearing,” ASME J. Tribol., 107, pp. 411–418.

�9� Dahlquist, G., 1974, Numerical Methods, Prentice-Hall, Englewood Cliffs, NJ.
�10� Rolls-Royce plc, 2007, Data for EPSRC Project No. EP/D054575/1, confiden-

tial communication, Derby, UK.
�11� Bonello, P., and Hai, P. M., 2009, “A Receptance Harmonic Balance Technique

for the Computation of the Vibration of a Whole Aero-Engine Model With
Nonlinear Bearings,” J. Sound Vib., 324, pp. 221–242.

Journal of Engineering for Gas Turbines and Power MARCH 2010, Vol. 132 / 032504-7

Downloaded 02 Jun 2010 to 171.66.16.96. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



M. Senthil Kumar1

Département Systèmes Energétiques et
Environnement,

Ecole des Mines de Nantes,
4 rue Alfred Kastler,

BP 20722,
44307 Nantes, Cedex 03, France

e-mail: mskiitm@yahoo.com

A. Ramesh

B. Nagalingam

Department of Mechanical Engineering,
Indian Institute of Technology Madras,

Chennai 600 036, India

A Comparison of the Different
Methods of Using Jatropha Oil as
Fuel in a Compression Ignition
Engine
Different methods to improve the performance of a jatropha oil based compression igni-
tion engine were tried and compared. A single cylinder water-cooled, direct injection
diesel engine was used. Base data were generated with diesel and neat jatropha oil.
Subsequently, jatropha oil was converted into its methyl ester by transesterification.
Jatropha oil was also blended with methanol and orange oil in different proportions and
tested. Further, the engine was modified to work in the dual fuel mode with methanol,
orange oil, and hydrogen being used as the inducted fuels and the jatropha oil being used
as the pilot fuel. Finally, experiments were conducted using additives containing oxygen,
like dimethyl carbonate and diethyl ether. Neat jatropha oil resulted in slightly reduced
thermal efficiency and higher emissions. Brake thermal efficiency was 27.3% with neat
jatropha oil and 30.3% with diesel. Performance and emissions were considerably im-
proved with the methyl ester of jatropha oil. Dual fuel operation with methanol, orange
oil, and hydrogen induction and jatropha oil injection also showed higher brake thermal
efficiency. Smoke was significantly reduced from 4.4 BSU with neat jatropha oil to 2.6
BSU with methanol induction. Methanol and orange oil induction reduced the NO emis-
sion and increased HC and CO emissions. With hydrogen induction, hydrocarbon and
carbon monoxide emissions were significantly reduced. The heat release curve showed
higher premixed rate of combustion with all the inducted fuels mainly at high power
outputs. Addition of oxygenates like diethyl ether and dimethyl carbonate in different
proportions to jatropha oil also improved the performance of the engine. It is concluded
that dual fuel operation with jatropha oil as the main injected fuel and methanol, orange
oil, and hydrogen as inducted fuels can be a good method to use jatropha oil efficiently
in an engine that normally operates at high power outputs. Methyl ester of jatropha oil
can lead to good performance at part loads with acceptable levels of performance at high
loads also. Orange oil and methanol can be also blended with jatropha oil to improve
viscosity of jatropha oil. These produce acceptable levels of performance at all outputs.
Blending small quantity of diethyl ether and dimethyl carbonate with jatropha oil will
enhance the performance. Diethyl ether seems to be the better of the two.
�DOI: 10.1115/1.3155400�

Keywords: diesel engine, jatropha oil, biodiesel, dual fuel engine, emission control

1 Introduction
In the contest of fast depletion of petroleum reserves associated

with rising vehicle population and stringent emission standards,
the development of alternative energy sources has become impor-
tant. Vegetable oils hold good promise as alternative fuel for die-
sel engines. They are biodegradable and renewable fuels. They
have a reasonably high cetane number. The flash point of veg-
etable oils is high and hence it is safe to use them. Vegetable oils
typically have large molecules with carbon, hydrogen, and oxygen
being present �1�. They have a higher molecular mass and viscos-
ity. Contrary to fossil fuels, vegetable oils are free from sulfur and
heavy metals �2�.

A number of vegetable oils like rapeseed oil, neem oil, palm oil,
karanji oil, coconut oil, cottonseed oil, jatropha oil, etc., were
tested to evaluate their performance in diesel engines �3�. Among
these, jatropha oil was found as the most suitable for diesel.

As a compression ignition engine fuel, jatropha oil has a high
cetane number, which is very close to diesel �4�. The flash point of
jatropha oil is high 240°C as compared with 75°C for diesel. Due
to its high flash point, jatropha oil has certain advantages like
greater safety during storage, handling, and transport. However,
this may create problems during starting. The viscosity of jatropha
oil is less as compared with other vegetable oils but is higher than
diesel. Some of the important properties of different fuels are
compared in Table 1.

The main problem associated with the use of vegetable oils is
their high viscosity and poor volatility. Different methods have
been tried to use vegetable oils efficiently. Some of them are as
follows:

1. transesterification with alcohols
2. blending with diesel/alcohol
3. dual fueling with gaseous and liquid fuels, and
4. use of additives, etc.

Transesterification is the process of converting the triglycerides
in vegetable oils to their monoesters by reacting them with alco-
hols in the presence of a catalyst. Transesterification of vegetable
oil results in a significant reduction in viscosity, thereby enhanc-
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ing the physical properties. The cetane number is also improved
�5�. It was reported that the methyl ester of vegetable oils offers
low smoke levels and high thermal efficiencies than neat veg-
etable oils �6�. Methyl ester of vegetable oil also leads to im-
proved heat release rates �7�. Power output was found to be supe-
rior to pure vegetable oils. However, the transesterification
process requires approximately 3 h for making the ester and a
further 12 h for separation. It also results in byproducts such as
fatty acids and glycerol �8�. These cannot be used as fuels in
engines though they have other uses.

Vegetable oils offer the advantage of freely mixing with alco-
hols, and these blends can be used in the existing diesel engines
without modifications. This is a simple process. Blending of veg-
etable oils with methanol results in significant improvement in
physical properties �9�. Viscosity and density are considerably re-
duced. Volatility is also improved. Vegetable oils in varying pro-
portions in the fuel blend were tried by a number of investigators.
Results obtained from the experiments on a diesel engine using a
blend of vegetable oil and alcohol showed improved brake ther-
mal efficiency and reduced exhaust smoke emissions than neat
vegetable oils. However, the maximum quantity of alcohol that
can be blended is limited by the presence of water in alcohol.
High quantities lead to separation.

The dual fueling is a well-established technique to use different
types of fuels in diesel engines. A conventional diesel engine can
be easily modified to operate in this mode. This engine can accept
a wide range of liquid and gaseous fuels. The dual fuel engine can
result in good thermal efficiency and extremely low smoke emis-
sions particularly at high power outputs. In a dual fuel engine, a
volatile liquid or gaseous fuel with a high octane number is in-
ducted along with air through the intake manifold. The resulting
homogeneous mixture is compressed to a temperature below its
self-ignition point. A pilot fuel �with a high cetane number� is
injected through the standard injection system. This self-ignites
and initiates the combustion in the primary fuel air mixture �10�.
Alcohols were widely used as inducted fuels in the dual fuel en-
gine. However, dual fuel operation with alcohol induction results
in higher hydrocarbon and carbon monoxide emissions �11�. Use
of hydrogen due to its high flame velocity can enhance the com-
bustion rate of vegetable oils and reduce emissions. Dual fuel
operation normally poses problems of low efficiency when the
concentration of the inducted fuel is low. This is because the lean
mixture of the inducted fuel with air does not burn well �12�. Use
of fuels with wide flammability limits and high flame velocity can
overcome such problems in the dual fuel engine. Since vegetable
oils produce high smoke emissions, dual fuel approach can be a
viable option for improving their performance. Vegetable oils can
be used as the pilot fuel and alcohol can be the inducted fuel. The
high flame velocity of alcohols and hydrogen can improve the
overall combustion process.

Adding some oxygenated fuels to diesel to reduce emissions is
attractive. It was found that the addition of dimethyl carbonate

�DMC�, which is an oxygenate, to diesel resulted in a shorter
diffusion combustion phase, improved thermal efficiency, and
lower carbon monoxide, hydrocarbon, and smoke emissions �13�.
Diethyl ether �DEE� is a renewable oxygenate, which has a very
high cetane number and is also volatile �14�. Hence, it can be used
as an additive to reduce the ignition delay and improve mixture
formation with vegetable oils.

In this work different methods to improve the performance of a
jatropha oil fueled diesel engine were studied experimentally. The
optimum results obtained with different methods have been com-
pared. The comparison has been made at peak power output. The
following were tried:

�a� neat jatropha oil and methyl ester of jatropha oil
�b� dual fuel operation with jatropha oil as the injected fuel

and methanol, orange oil, and hydrogen as the inducted
fuels

�c� blends of jatropha oil with methanol and orange oil, and
�d� use of oxygenates �diethyl ether and dimethyl carbonate�

as additives to jatropha oil

Where secondary fuels are used, the comparison is made at the
optimal energy share. Comparison is made at optimum blend/
oxygenate fraction when blends/oxygenates are used.

2 Experimental Setup and Experiments
A single cylinder four-stroke water-cooled diesel engine devel-

oping 3.7 kW at 1500 rpm was used for the research work. Engine
details are given in Table 2. The schematic diagram of the experi-
mental set up is shown in Fig. 1. An electrical dynamometer was
used for loading the engine. A carburetor varied the amount of
fuel in the dual fuel mode. A turbine type meter connected to a
large tank was attached to the engine to make air flow measure-
ments. The fuel flow rate was measured on a volumetric basis
using a burette and a stopwatch. Chromel alumel thermocouples
in conjunction with a digital temperature indicator were used for
measuring the exhaust gas temperature. A high-speed digital data
acquisition system in conjunction with a piezoelectric transducer
was used for the measurement of cylinder pressure history. An

Table 1 Properties of fuels †6,13,14,16–23‡

Properties Diesel JO MEJO H2 METH Org. oil DEE DMC

Formula C13H24 C20H22 O3 N/A H2 CH3OH C10H16 C2H3O C2H3 C3H6O3

Density �kg /m3� 840 918.6 880 0.089 790 820 713 1070
Calorific value �kJ/kg� 42,490 39,774 38,450 119,810 19,674 42,000 33,897 15,780
Viscosity �cS� 4.59 49.93 5.65 N/A 0.59 0.95 0.23 0.625
Cetane number 45–55 40–45 50 N/A 3–5 10 �125 40
Auto ign. temp. �°C� 280 340 300 585 478 N/A 160 220
Vapor pr. at 20°C �mm Hg� 10 N/A N/A N/A 97 4 440 53
Oxygen �% by wt� 0 15.4 11 0 50 0 21 53.3
Stoch. A/F ratio �kg/kg� 14.6 10.8 N/A 34.4 6.45:1 14.21 11.2 4.65
Flash point �°C� 75 240 170 N/A 12.2 46.1 19 17

JO, jatropha oil; MEJO, methyl ester of jatropha oil; METH, methanol; H2, hydrogen; Org. oil, orange oil; DEE, diethyl ether; DMC, dimethyl carbonate; and N/A, not
available data.

Table 2 Engine details

Name of the engine KIRLOSCAR AV1.

General details Four stroke, CI, water-cooled,
single cylinder

Bore and stroke 80�120 mm2

Compression ratio 15:1
Rated output 3.68 kW at 1500 rpm
Fuel injector opening pressure 170 bars

Injection timing 27 deg before TDC �diesel�,
29 deg before TDC �jatropha oil�
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infrared exhaust analyzer was used for the measurement of
HC/CO in the exhaust. For measuring NOx, a Rosemount Analyti-
cal Model 951 A chemiluminescent NO /NOx analyzer was uti-
lized. Smoke levels were obtained using a Bosch smoke meter.

Experiments were initially carried out on the engine with diesel
and jatropha oil for providing baseline data. Jatropha oil was con-
verted into its methyl ester by the transesterification process. Per-
formance, fuel economy, combustion, and emission characteristics
were obtained. Subsequently jatropha oil was blended with diesel,
alcohol, and orange oil in different proportions and tested. In the
next phase, the engine was modified to work in the dual fuel mode
with methanol, orange oil, and hydrogen being used as the in-
ducted fuels while jatropha oil and diesel were used as pilot fuels
in turn. In the last phase of the work, experiments were conducted
by mixing oxygenates like dimethyl carbonate and diethyl ether to
jatropha oil. In all cases comparison was made at peak power
output. Where secondary fuels are used, the comparison was made
at the optimal energy share.

3 Results and Discussion

3.1 Performance Parameters. Neat jatropha oil as indicated
in Fig. 2 results in reduced brake thermal efficiency due to poor
mixture formation. However, there is an improvement in brake
thermal efficiency with all methods as compared with neat jatro-
pha oil operation. Highest brake thermal efficiency is obtained in
the dual fuel operation as compared with other methods. Brake
thermal efficiencies as indicated in Table 3 are 30.7% with metha-
nol, 29.4% with orange oil, and 29.3% with hydrogen in the dual
fuel mode. The best energy shares are 46% with methanol, 31%
with orange oil, and 18% with hydrogen. The increase in brake

thermal efficiency in dual fuel operation is due to high combustion
rate with all inducted fuels. As the inducted charge gets ignited the
amount of heat release occurring by flame propagation is in-
creased and that leads to better thermal efficiency �12,15�. Metha-
nol induction results in the highest brake thermal efficiency. It can
be noted that with methanol induction the brake thermal efficiency
is even better than neat diesel operation at the optimum energy
share. Methyl ester of jatropha oil also shows a higher thermal
efficiency as compared with neat jatropha oil and blends with
methanol and orange oil. The methyl ester of jatropha oil has
lower viscosity, which results in better atomization of the fuel as
compared with neat jatropha oil �16,17�. Methanol blend shows
higher thermal efficiency �28.5%� than the orange oil blend
�28.3%� due to superior physical characteristics of methanol than
orange oil such as low viscosity �0.6 cp� and high vapor pressure
�126 mm Hg at 30°C�. DEE shows higher thermal efficiency
than the DMC. Since the volatility of DEE is higher than DMC,
the mixture formation is better and this leads to higher brake
thermal efficiency.

The exhaust gas temperature shown in Fig. 3 is very high with
neat jatropha oil due to slow combustion as a result of poor vola-
tility and high viscosity �18�. With all methods there is a reduction
in exhaust gas temperature. Dual fuel operation with methanol
induction shows the highest reduction in exhaust gas temperature
�i.e., 404°C at optimum energy share of 46%� whereas it is
428°C with neat jatropha oil. This reduction in exhaust gas tem-
perature is due to a reduction in charge temperature as a result of
vaporization of methanol. Similar trend is seen in the case of
orange oil also. With hydrogen induction exhaust gas temperature
is higher than neat jatropha oil due to rapid combustion that leads

Fig. 1 Experimental setup

Journal of Engineering for Gas Turbines and Power MARCH 2010, Vol. 132 / 032801-3

Downloaded 02 Jun 2010 to 171.66.16.96. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



to high charge temperature. Blends of methanol and orange with
jatropha oil also reduce the exhaust gas temperature due to fast
combustion rate of methanol and orange oil in the blend. In addi-
tion to that, the high latent heat of vaporization of methanol re-
duces the charge temperature. Due to the fast diffusion combus-
tion rate, exhaust temperature is reduced with both oxygenates.

3.2 Emission Parameters. The smoke level is indicated in
Fig. 4. Neat jatropha oil due to poor atomization as a result of
heavier molecular structure increases smoke emission. However,
smoke reduces with all methods. Greatest reduction in smoke
emission is seen in the dual fuel operation than the other methods.
The homogeneous combustion of methanol and orange oil air
mixture in the case of the dual fuel mode lowers the smoke level.

Since hydrogen has no hydrocarbon smoke emission is reduced
significantly with the hydrogen dual fuel mode. It is noted from
Table 3 that the smoke levels in dual fuel operation with jatropha
oil are much lower than neat diesel �3.8 BSU�. The lowest smoke
level �2.6 BSU� is obtained with methanol jatropha oil dual fuel
operation. Blends of methanol and orange oil also show lower
smoke levels than neat jatropha oil. Methanol blend shows more
reduction than orange oil due to increased premixed combustion
rate as a result of increased ignition delay. DEE and DMC show a
greater reduction than the other blends and esters due to their high
oxygen content. In general, dual fuel operation is much better than
the others as regards smoke reduction.

The variation in hydrocarbon and carbon monoxide emissions

Table 3 Results of different methods

Methods Neat fuels Dual fuel operation Blends Oxygenates

Fuels Diesel JO MEJO DF1 DF2 DF3 B1 B2 DEE DMC

Brake thermal efficiency �%�
30.3 27.3 29 30.7 29.4 29.3 28.5 28.3 29 28.6

Exhaust gas temperature �°C�
402 428 415 404 416 430 410 417 406 408

Smoke number �Bosch smoke units�
3.8 4.4 4 2.6 3.2 3.3 4.1 4.2 3.9 4.1

Hydrocarbon �ppm�
100 130 110 190 160 100 110 120 110 110

Carbon monoxide �%�
0.20 0.26 0.22 0.32 0.30 0.17 0.24 0.24 0.22 0.22

Nitric oxide �ppm�
795 740 765 702 730 870 697 765 713 765

Ignition delay �deg CA�
9 11 10 16 14 12 12 11 9 11

Peak pressure �bar�
63.5 61.9 62.6 64.3 65.5 64.3 62.7 62.3 60.9 62.4

Maximum rate of pressure rise �MRPR� �bar�
4.1 3.8 4 4.8 4.9 4.8 3.9 3.9 3.7 4

Combustion duration �deg CA�
42 46 44 57 46 44 45 45 42 44

JO, jatropha oil; MEJO, methyl ester of jatropha oil; DF1, methanol; DF2, orange oil; DF3, hydrogen; B1, methanol; B2, orange
oil; DEE, diethyl ether; and DMC, dimethyl carbonate.

Fig. 2 Variation in brake thermal efficiency with different modes of engine
operation
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at peak power output is shown in Figs. 5 and 6. It is seen that in
single fuel operation with methyl ester of jatropha oil, blends with
methanol and orange oil and oxygenates, lower hydrocarbon and
carbon monoxide levels are observed than neat jatropha oil. How-
ever, hydrocarbon and carbon monoxide emissions increase in

dual fuel operation with methanol and orange oil as inducted fu-
els. In the case of dual fuel operation with methanol and orange
oil, the quenching of the flame as it propagates through the homo-
geneous inducted fuel air mixture leads to relatively high hydro-
carbon levels �19�. The inducted fuel also lowers the net air sup-

Fig. 3 Variation in exhaust gas temperature with different modes of engine
operation

Fig. 4 Variation in smoke number with different modes of engine operation

Fig. 5 Variation in hydrocarbon level with different modes of engine
operation
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plied. This coupled with partial combustion at fuel lean pockets
may be the reason for the high carbon monoxide levels. With
hydrogen induction, the hydrocarbon and carbon monoxide are
low. This is due to the reduction in the overall amount of carbon
admitted into the engine �15�.

NO emission shown in Fig. 7 is low with neat jatropha oil as
compared with neat diesel due to reduced premixed burning rate
as a result of slow combustion. It further reduces in the dual fuel
operation with methanol and orange oil as inducted fuels. It is
seen from Table 3 that NO is reduced from 740 ppm with neat
jatropha oil to 702 ppm with methanol and 730 ppm with orange
oil at optimum energy shares. This reduction in NO emission is
due to the drop in charge temperature as a result of vaporization of
methanol and orange oil. However, NO increases with methyl
ester of jatropha oil due to better combustion. Methanol blend also
shows lower NO emission than neat jatropha oil. The presence of
methanol in the blend lowers the temperature after injection due to
its higher latent heat of vaporization and this reduces NO levels.
Hydrogen induction shows the highest NO level as compared with
all other methods due to rapid combustion. This is the main dis-
advantage of using hydrogen as the inducted fuel. Hence, mea-
sures have to be taken to control NO emission with hydrogen �15�.

3.3 Combustion Parameters. Ignition delay shown in Fig. 8
is high with neat jatropha oil as compared with neat diesel due to
the low cetane number. It increases further in the dual fuel mode
with all inducted fuels. Methanol induction shows higher ignition

delay than orange oil and hydrogen. This is due to the highest
latent heat of vaporization of methanol. However, ignition delay is
reduced with methyl ester of jatropha oil. With DEE addition it is
reduced further and is almost equal to diesel �i.e., 9 deg� due to
the increase in cetane number.

Peak pressure and rate of pressure rise are higher in dual fuel
operation as compared with neat jatropha oil, blends, and oxygen-
ates �Figs. 9 and 10�. The increase in peak pressure and rate of
pressure rise is due to enhanced combustion rate on account of
flame propagation through the inducted charge. Methyl ester of
jatropha oil and the blends of jatropha oil with methanol and
orange oil also show increase in peak pressure and rate of pressure
rise. However, DEE addition to jatropha oil results in reduced
peak pressure and rate of pressure rise than others due to the
increase in cetane number. An increase in the cetane number re-
duces the amount of fuel participating in the uncontrolled com-
bustion phase.

Jatropha oil results in higher combustion duration than neat
diesel as seen in Fig. 11 due to increase in the quantity of fuel
injected. With methyl ester of jatropha oil, blends of methanol and
orange oil and oxygenates like DEE and DMC with jatropha oil,
the combustion duration is reduced. However, dual fuel operation
with methanol induction results in high combustion duration due
to reduction in charge temperature. This indicates late burning of
the fuel. Dual fuel operation with hydrogen and orange oil showed
low combustion duration due to their high combustion rate.

Fig. 6 Variation in carbon monoxide with different modes of engine
operation

Fig. 7 Variation in nitric oxide with different modes of engine operation
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A comparison of heat release rate with jatropha oil, methyl ester
of jatropha oil, and diesel is shown in Fig. 12. It is seen that the
premixed burning is most significant with diesel. The diffusion-
burning phase indicated under the second peak is greater for jat-

ropha oil. This is due to vegetable oil viscosity on the fuel spray
and reduction in air enrichment and fuel air mixing rates. This
leads to less fuel being prepared for rapid combustion with jatro-
pha oil after the ignition delay. Therefore more burning occurs in

Fig. 8 Variation in ignition delay with different modes of engine operation

Fig. 9 Variation in cylinder peak pressure with different modes of engine
operation

Fig. 10 Variation in maximum rate of pressure rise with different modes of
engine operation
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the diffusion phase rather than in the premixed phase with jatro-
pha oil. The significantly higher combustion rates during the later
stages with jatropha oil lead to high exhaust temperatures and
lower thermal efficiency. However, methyl ester of jatropha oil
shows improvement in heat release rate compared with neat jat-
ropha oil.

In dual fuel operation, sharp increase in the heat release rate in
the premixed combustion phase is observed with all inducted fuels
at peak power �Fig. 13�. This is due to rapid combustion as a
result of high flame speed of all the inducted fuels. This is the
reason for highest brake thermal efficiency in dual fuel operation
than other methods.

With methanol and orange oil blends also there is a rise in
premixed phase of the heat release rate than neat jatropha oil �Fig.
14�. Methanol blend shows higher premixed combustion rate than
orange oil blend due to higher ignition delay and large mass of
fuel being accumulated during this period.

In the case of oxygenates, the premixed combustion phase with
DMC is higher and more pronounced �Fig. 15�. However, the
premixed phase is lower with DEE than the neat oil due to re-

duced ignition delay. The end point of combustion also arrives
earlier than that of neat jatropha oil. The good atomization and
vaporization of DEE promote rapid mixing with the surrounding
air, and oxygen available in the fuel improves the rate of diffusion
combustion. With DMC blend the premixed phase is higher due to
rapid combustion as a result of low cetane number.

Table 4 indicates the summary of results of all the methods
attempted. It is seen that the use neat jatropha oil results in infe-
rior performance and increased emissions indicated as “�” �ex-
cept low NO emission�, which are not good results to use neat
jatropha oil in diesel engines. Methyl ester of jatropha oil resulted
in considerable improvement in brake thermal efficiency and re-
duced smoke, hydrocarbon, and carbon monoxide emissions,
which are the good results �indicated as “✓”� to use methyl ester
of jatropha oil in diesel engines. Dual fuel mode of operation
showed higher brake thermal efficiency and lower smoke emis-
sions indicated as ✓, which are the favorable results for diesel
engines. However, increased hydrocarbon and carbon monoxide
emissions with methanol and orange oil induction represent an
unfavorable result of duel fuel operation indicated as �. Blends of

Fig. 11 Variation in combustion duration with different modes of engine
operation

Fig. 12 Variation in heat release rate with jatropha oil and ME
of jatropha oil at maximum power

Fig. 13 Variation in heat release rate at maximum efficiency
points
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methanol and orange oil and oxygenates also improved the effi-
ciency of the engine, as indicated in Table 4. However they in-
creased the NO emission.

4 Conclusion
Methyl ester of jatropha oil, dual fuel operation, etc.:

• Increases the brake thermal efficiency as compared with
neat jatropha oil at all outputs. However, the performance is
still inferior to diesel. At full load �3.7 kW�, the brake ther-
mal efficiency is 27.3% with jatropha oil, 29% with methyl
ester of jatropha oil, and 30.3% with diesel.

• Reduces the hydrocarbon, carbon monoxide, and smoke
emissions as compared with neat jatropha oil. The smoke
level for jatropha oil is 4.4 BSU and 4 BSU for its ester at
full load. In the case of diesel it is 3.8 BSU.

• Increases NO emission but is lower than diesel.

• Reduces ignition delay and combustion duration as com-
pared with neat jatropha oil but values are higher than die-
sel.

• Increases the heat release rate as compared with neat jatro-
pha oil resulting in better brake thermal efficiency.

In dual fuel operation, the following were achieved.

• Increases the brake thermal efficiency considerably with all
inducted fuels. At peak power output the maximum brake
thermal efficiencies are 30.7%, 29.4%, and 29.3% at energy
shares of 46%, 31%, and 18%, respectively, when methanol,
orange oil, and hydrogen are inducted.

• Reduces the smoke level significantly from 4.4 BSU with
neat jatropha oil to 2.6 BSU with methanol, 3.2 BSU with
orange oil, and 3.3 BSU with hydrogen at corresponding
maximum efficiency points. Hydrogen induction results in
the lowest smoke emission for a given energy share.

• Increases HC and CO levels with methanol and orange oil as
inducted fuels. However, hydrogen admission reduces these
emissions.

• Increases NO emission level with hydrogen from 740 ppm

Fig. 14 Variation in heat release rate with different blends at
optimum blend ratio

Fig. 15 Variation in heat release rate with different oxygenates

Table 4 Comparison of different methods

Methods Neat fuels Dual fuel operation Blends Oxygenates

Fuels JO MEJO DF1 DF2 DF3 B1 B2 DEE DMC

Brake thermal efficiency
High ✓ ✓ ✓ ✓ ✓
Higher ✓ ✓ ✓
Low �
Lower

Smoke number
High �
Higher
Low ✓ ✓ ✓ ✓
Lower ✓ ✓ ✓ ✓

Nitric oxide
High � � �
Higher �
Low ✓ ✓
Lower ✓ ✓ ✓

Hydrocarbon
High �
Higher � �
Low ✓ ✓ ✓ ✓ ✓
Lower ✓

Carbon monoxide
High �
Higher � �
Low ✓ ✓ ✓ ✓ ✓
Lower ✓

Ignition delay
High � � � �
Higher � � �
Low ✓
Lower ✓

Peak pressure
High ✓ ✓ ✓ ✓
Higher ✓ ✓ ✓
Low �
Lower �

JO, jatropha oil; MEJO, methyl ester of jatropha oil; DF1, methanol; DF2, orange
oil; DF3, hydrogen; B1, methanol; B2, orange oil; DEE, diethyl ether; DMC, dim-
ethyl carbonate; �, not a good result; and ✓, good result.
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to 870 ppm at the maximum efficiency point. Methanol and
orange oil induction reduces NO emission to 702 ppm and
734 ppm, respectively.

• Increases peak pressure, rate of pressure rise, and heat re-
lease rate due to rapid combustion with all the inducted
fuels.

In blending of jatropha oil with orange oil and methanol, the
following were achieved.

• Increases brake thermal efficiency. The maximum brake
thermal efficiency is 28.5% with methanol and 28.3% with
orange oil at optimum blends at peak load.

• Reduces smoke, hydrocarbon, and carbon monoxide emis-
sions. Smoke is reduced from 4.4 BSU with neat jatropha
oil to 4 BSU with methanol and 4.2 BSU with orange oil.

• Increases peak pressure, rate of pressure rise, and premixed
combustion rate.

• Methanol blend reduces NO level and increases the ignition
delay.

In oxygenates �diethyl ether and dimethyl carbonate� to jatro-
pha oil, the following were achieved.

• Increase brake thermal efficiency. The maximum brake ther-
mal efficiency is 29% with 20% diethyl ether and 28.6%
with 15% DMC by volume.

• Reduce smoke, hydrocarbon, and carbon monoxide emis-
sions

• Reduce NO levels with DEE but increase with DMC
• Reduce ignition delay with DEE
• Reduce in combustion duration
• Reduce peak pressure, rate of pressure, and heat release rate

The above results are made based on the tests on a single cyl-
inder, water-cooled, constant speed diesel engine running at a
rated power output of 3.68 kW. Hence these results are more
applicable for the diesel engines of same configurations. It can be
concluded from the above results that dual fuel operation with
methanol, orange oil, and hydrogen can be a good method to use
jatropha oil efficiently in an engine that normally operates at high
power outputs. Induction of hydrogen will be very effective if
measures are taken to maximize its amount without knock. Methyl
ester of jatropha oil can lead to good performance at part loads
with acceptable levels of performance at high loads also. How-
ever, preparation of the methyl ester is a cumbersome process and
also leads to certain byproducts that cannot be used in the engine.
Orange oil, methanol, diethyl ether, and dimethyl carbonate can
also be blended with jatropha oil. These produce acceptable levels
of performance at all outputs.
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An Analytical Approach for the
Evaluation of the Optimal
Combustion Phase in Spark
Ignition Engines
It is well known that the spark advance is one of the most important parameters influ-
encing the efficiency of a spark ignition engine. A change in this parameter causes a shift
in the combustion phase, whose optimal position, with respect to the piston motion,
implies the maximum brake mean effective pressure for given operative conditions. The
best spark timing is usually estimated by means of experimental trials on the engine test
bed or by means of thermodynamic simulations of the engine cycle. In this work, instead,
the authors developed, under some simplifying hypothesis, an original theoretical formu-
lation for the estimation of the optimal combustion phase. The most significant param-
eters involved with the combustion phase are taken into consideration; in particular, the
influence of the combustion duration, of the heat release law, of the heat transfer to the
combustion chamber walls, and of the mechanical friction losses is evaluated. The the-
oretical conclusion, experimentally proven by many authors, is that the central point of
the combustion phase (known as the location of the 50% of mass fraction burnt, here
called MFB50) must be delayed with respect to the top dead center as a consequence of
both heat exchange between gas and chamber walls and friction losses.
�DOI: 10.1115/1.3155395�

1 Introduction
The phasing of the combustion process with respect to the pis-

ton motion is one of the most important parameters influencing
the torque provided by a spark ignition �SI� engine. Since this
combustion phase depends on the spark ignition timing, located at
the so called ignition angle, the control upon this angle is very
important to obtain the best performance in every operative con-
dition.

Two different approaches are commonly followed for the deter-
mination of the maximum brake torque �MBT� spark timing: The
first is based on experimental trials at the engine test bed, which
can be performed by either maximizing the engine torque �see,
e.g., Refs. �1–3�� or setting a “combustion phase indicator” �which
is a parameter derived from in-cylinder pressure analysis and as-
sumes reference fixed values when the combustion timing is op-
timal �4�� to its best value �5–7�. The second approach, instead,
proceeds by means of simulations based on a thermodynamic
model of the engine �8–11�, which, endowed of appropriate sub-
models for combustion �12�, heat transfer �13�, and friction loss
�8,14,15� modeling, allow the brake mean effective pressure
�bmep� estimation once the spark advance is fixed. For each en-
gine operative condition, the best combustion phase can be found
by means of successive trials. In this paper, instead, the authors
propose an original theoretical approach to the problem of the
determination of the optimal combustion phase in spark ignition
engines.

With reference to the working cycle of the engine �compression
and expansion strokes during a crankshaft rotation from �180 deg
to +180 deg with respect to the top dead center �TDC��, the an-
gular phase of the heat introduction Q1 that grants the maximum
torque first depends on the way the combustion takes place �i.e.,

on the heat release law� and then on the effects of the heat Q1
upon the various thermodynamic variables involved.

The theoretical approach proposed can be carried out at differ-
ent approximation levels with respect to the following hypothesis:

�a� unsteady, ideal, zero-dimensional evolution of a perfect
gas in the combustion chamber

�b� adiabatic engine �i.e., no heat exchange between the gas
and the chamber walls�

�c� constant specific heat capacity �cv� of the gas
�d� instantaneous combustion
�e� combustion length �c=�b−�a, being �a and �b the

crank angular positions at the starting and ending of the
combustion process

�f� presence of heat transfer between the gas and the cham-
ber walls

�g� presence of friction losses

2 Gas Temperature Trend During Combustion
Considering that previous hypotheses �a�–�c� and �e� are true, it

is quite simple to evaluate the gas temperature trend versus the
crank angular position �. Ignoring the gas speed and the subse-
quent viscous friction losses, it is possible to write the first and the
second laws of thermodynamics during the infinitesimal combus-
tion time dt, corresponding to the crank rotation angle d�, in
which the gas receives the combustion specific heat dQin:

dQin = cvdT + pdv = cvdT + RT
dv
v

= TdS �1�

where T, v, p, S, cv, and R are the gas temperature, specific vol-
ume, pressure, specific entropy, constant volume specific heat, and
gas constant, respectively.

Assuming that

���� =
R

cv

1

v

dv
d�

=
k − 1

v

dv
d�
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���� = −
1

cv

dQin

d�

where k is the isentropic coefficient equal to the ratio between the
constant pressure �cp� and constant volume �cv� specific heat, ex-
pression �1� assumes the form of a linear differential equation

dT

d�
+ T · ���� + ���� = 0 �2�

whose integral is

T = e−�����d��const −� ����e�����d�d��
The solution is then

Tvk−1 = const −� ���� · vk−1d�

which applied from the start �a to the end �b of the combustion
process gives

Tbvb
k−1 = Tava

k−1 +
1

cv
�

�a

�b

vk−1dQin

d�
d� = �b �3�

From Eq. �1�, the whole specific entropy increase �Sab, corre-
sponding to heat introduction Q1=��a

�bdQin, is

�Sab =�
a

b �cv
dT

T
+ R

dv
v
� = cv�ln

Tb

Ta
+

R

cv
ln

vb

va
�

= cv ln
Tbvb

k−1

Tava
k−1 = cv ln

�b

�a

= cv ln�1 +
1

cvTava
k−1�

�a

�b

vk−1dQin

d�
d��

= cv ln�1 +
1

cvTMvM
k−1�

�a

�b

vk−1dQin

d�
d�� �4�

where TM and vM are the gas temperature and specific volume
when the piston is at the bottom dead center �BDC� related to Ta
and va by the isentropic law; these variables are independent of
the combustion phase length and position, i.e., from �a and �b.

The minimum entropy increase �Sab corresponds to the maxi-
mum efficiency of the thermodynamic cycle if compression and
expansion phases are adiabatic; in fact, in this case, −�Sab is also
the entropy decrease corresponding to the heat subtraction Q2, at
constant volume vM, needed to close the thermodynamic cycle of
the gas.

With reference to the thermodynamic cycle �A0EFGHH0� of
Fig. 1, assuming that x���=Qin��� /Q1 is the heat fraction re-
leased during the crank rotation from �a to � �being �a��
��b� with respect to the total Q1=Qin ��b�,

Q2 = cvTA0
�e�Sab/cv − 1� �5�

⇒
�Sab

cv
= ln	1 +

Q2

cvTA0


 �6�

Then, from relation �4�, it follows that

�Sab

cv
= ln�1 +

1

cvTC
�

�a

�b 	 v
vC

k−1dQ

d�
d��

= ln�1 +
Q1

cvTC
�

�a

�b 	 v
vC

k−1 dx

d�
d��

⇒
Q2

cvTA0

=
Q1

cvTC
�

�a

�b 	 v
vm

k−1 dx

d�
d�

�7�

1 − � =
Q2

Q1
=

TA0

TC
�

�a

�b 	 v
vm

k−1 dx

d�
d� =

1

	0
k−1�

�a

�b 	 v
vm

k−1 dx

d�
d�

where vm=vC is the gas specific volume at TDC, vM is the gas
specific volume at BDC, 	0=VM /Vm is the volumetric compres-
sion ratio, and � is the thermodynamic cycle efficiency.

The above relations confirm that the combustion with a finite
time ��c=�b−�a�, involving gas specific volumes higher than the
TDC one vm, leads to a lower efficiency than the instantaneous
combustion, in which v=vm, hence

1 − � =
1

	0
k−1

being, in this case,

�
�a

�b 	 v
vm

k−1 dx

d�
d� =�

�a

�b dx

d�
d� = 1

3 Optimal Combustion Phase in the Adiabatic Engine
In the hypothesis d with instantaneous combustion,

�a = �b ⇒ �c = 0

v = va = vb = const

relation �6� yields

�Sab = cv ln	1 +
Q1

cvTa

 �8�


he entropy increase �Sab reaches the minimum when Ta reaches
the maximum, which happens at TDC �TA=TC in Fig. 1�.

When the combustion takes place during a finite phase �c
=�b−�a, the evaluation of �Sab by means of relation �4� requires

Fig. 1 Thermodynamic cycle with noninstantaneous combus-
tion „AB, CD, and EFG have the same duration…
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the knowledge of the two functions V=V��� and dQin��� /d�
=Q1�dx /d��.

Assuming that V0=VM −Vm is the engine displacement, �
=r /c the ratio between the connecting rod length �r� and the crank
radius �c�, and 	 the compression ratio, the first function can be
evaluated as follows:

V��� = V0� 1

	 − 1
+

�

2
	1 +

1 − cos �

�
−�1 −

sen2�

�2 
� �9�

which is a symmetrical function with respect to the TDC position
�=0.

Concerning the “heat release” function Qin��� and its derivative
dQin��� /d�, it is opportune to evaluate some specific quantities
such as x=Qin��� /Q1 �fraction of heat released� and y= ��
−�a� /�c �fraction of combustion arc�.

The function x=x�y� has two constrained points, the origin O
�0; 0� and the final point P �1; 1�, because at the beginning of
combustion ��=�a ;y=0�, there is no heat released �x=0�, while
at the end ��=�b ;y=1�, all the heat Q1 has been released �x
=1�.

The Wiebe function �see Fig. 2�, commonly used to model the
heat released by the combustion in a SI engine, is

x = 1 − e−5y3
�10�

dx

dy
= 15y2�1 − x� �11�

The starting point of this function is �y=0;x=0� and for y=1, x is
very close to unit �0.99� so it almost respects the two conditions
mentioned above, while derivative �11� is not symmetric with re-
spect to abscissa y=0.5, i.e., to the middle of the combustion arc.

A more simple function is

x = y �12�

dx

dy
= 1 �13�

which have the extreme points O �x=0;y=0� and P �x=1;y=1�,
and a symmetric derivative.

The constant derivative �which means constant combustion ve-
locity� is not plausible in a spark ignition engine; hence a better
approximation is obtained by the following polynomial function:

x = 3y2�1 − 2
3 y� �14�

dx

dy
= 6y�1 − y� �15�

which, as shown in Fig. 3, passes through the extreme points O
�x=0;y=0� and P �x=1;y=1� and has a symmetric derivative
�combustion speed with parabolic trend�.

With respect to function �13�, function �15� �as well as the
classical Wiebe function �11�� has a more reasonable characteris-
tic: The combustion rate is zero at the beginning �y=0� and at the
end of the combustion process �y=1�.

The function Vk−1 is symmetric with respect to the TDC ��
=0�; if the function dQin /d� �that is, dx /dy� is also symmetric
with respect to the middle of the combustion angle �y=0.5�, then,
in Fig. 1, the two combustions AB, entirely located before the
TDC ��a=−�c ;�b=0�, and CD, entirely located after the TDC
��a=0;�b=�c�, produce the same entropy increase �Sab �see
Eqs. �3� and �4� and Fig. 4�.

The combustion EFG �as shown in Figs. 1 and 4�, which is
symmetrically located with respect to the TDC ��a=−�b=
−0.5�c�, represents instead the optimum because it produces the
minimum entropy increase: The function dQin /d�, in fact, is the
same as before �combustions AB and CD� but the function Vk−1

has a smaller average value �the piston position, on the average, is
closer to the TDC than before�. It is important to notice that, as
shown in Eqs. �4� and �7�, the optimum condition does not depend
on the whole heat released Q1 but rather on the heat release law as
a function of the time or crank angle �CA� rotation. An analytical
approach to the determination of the optimal combustion phase
for the adiabatic and frictionless engine is shown in the Appendix,
also for the case of a not symmetrical heat release rate function.

4 Optimal Combustion Phase Taking Into Account
Heat Exchanges and Friction Losses

Taking into account the heat exchanges between in-cylinder gas
at temperature T and combustion chamber walls at temperature
Tw, according to the hypothesis f in Sec. 1, Eq. �1� becomes

dQin − dQw = cvdT + RT
dv
v

�16�

where dQw is the specific heat subtracted, in the time interval dt,
from the gas by the chamber walls, whose mean temperature Tw
can be assumed to be constant:

Fig. 2 The Wiebe function and its derivative, which is not a
symmetric curve Fig. 3 The function „14… and its derivative

Fig. 4 Progress of �=TVk−1 as a function of the crank position
� for three combustions with different phase and same heat
release law „see Eq. „3……
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m · Q̇w = h · S� · �T = h��� · S���� · �T��� − Tw� �17�

where m is the gas mass, h is the convective heat exchange coef-

ficient, S� is the combustion chamber surface, and Q̇w=dQw /dt.

Both Qin and Qw are functions of the crank position �, but Q̇w is
certainly not symmetric with respect to the TDC ��=0�.

In this case the differential equation cannot be solved analyti-
cally and only qualitative considerations can be made.

Taking into account, for a first approximation, the temperature
progress related to the adiabatic engine �see Figs. 1 and 4�, it is
possible to state that the combustion CD, delayed with respect to
the symmetrical one EFG, causes, for each piston position, lower
gas temperatures than the advanced one AB, producing thus lower
heat exchanges �Qw� and probably reducing the whole heat sub-
tracted from the gas during its thermodynamic cycle Q2total=Q2
+Qw.

Obviously a reduction in Q2total, at constant introduced heat Q1,
means an improvement of the cycle efficiency.

As a matter of fact, a combustion delayed by the angle � with
respect to the one symmetrically placed around the TDC produces
an increase in �Sab �see Eq. �4�� that means an increase in Q2
according to Eq. �5�, while, on the other hand, it produces a de-
crease in Qw so when the two effects �the first tends to worsen the
engine efficiency, while the second tends to improve it� compen-
sate each other ��Q2=�Qw�, the optimal combustion phase is
reached:

�Q2total = �Q2 + �Qw = 0

In the case of the heat release function �11�, asymmetric with
respect to the middle of the combustion arc, the above conclusions
remain valid because heat transfer causes anyway the optimum
condition to be forward shifted with respect to the adiabatic case.

Some quantitative conclusions can be drawn taking again into
consideration the temperature progress of the adiabatic engine in
the limit case of an instantaneous combustion �i.e., with �c=0�.

To this purpose, Fig. 6 shows the combustion at the TDC �line
BC�, the advanced combustion �line A−D−�, and the delayed
combustion �line A+D+�. The last two combustions are sym-
metrically placed around the TDC. In Fig. 5, the same combustion
lines are represented in a plane with coordinates �� ,�=Tvk−1�.

First, it is clear that an advanced or delayed instantaneous com-
bustion brings a smaller volumetric compression ratio with respect
to 	0 �TDC instantaneous combustion�.

Second, from the analysis of Fig. 5, traced on the basis of Eq.
�3�, it is clear that an advanced combustion �line A−D−� produces
higher mean temperatures than the delayed combustion �line A
+D+�, and so in the case of a delayed instantaneous combustion,
the heat exchanges �Qw� are smaller than in the case of an ad-

vanced one: This leads to the conclusion that the optimum phase
of the combustion will be delayed with respect to the TDC.

When also the friction losses are taken into account, the bmep
has to be considered as the engine output performance, rather than
the indicated mean effective pressure �imep�, being

bmep = imep − fmep �18�
where fmep is the friction mean effective pressure, which ac-
counts for the energy drained for different reasons: the mechanical
friction between piston rings and cylinder liner, the mechanical
friction in the loaded bearings �crankshaft and connecting rod�,
and the energy required to run the auxiliary components. The
maximum engine efficiency then corresponds, for a constant in-
troduced heat Q1, to the maximum bmep.

In Sec. 5, the optimal instantaneous combustion phase will be
searched for now: For a given increment d�� of the instantaneous
combustion delay �with respect to the TDC� ��, the variation
d�bmep� will be evaluated, so that the condition d�bmep�=0 will
indicate the optimum delay value ��

opt of the instantaneous com-
bustion.

In an ideal engine �adiabatic and without friction losses�, an
instantaneous combustion delayed or advanced with respect to
TDC has the same effect of a volumetric compression ratio de-
crease on the thermodynamic cycle and its efficiency, as can be
seen in Fig. 6; hence the variation in the heat subtracted from the
expansion end �dQ2�, due to a given instantaneous combustion
delay increment d��, can be evaluated as follows:

Q1 = Q2	k−1

For the constant Q1 condition it follows that

dQ1

Q1
= 0 =

dQ2

Q2
+ �k − 1�

d	

	

⇒dQ2 = − �k − 1�
d	

	
Q2 = −

�k − 1�
	k−1

d	

	
Q1 �19�

By definition, the imep is

imep

m
=

Q1 − Q2

V0
=

Q1�1 − Q2�
V0

=
Q1

V0
	1 −

1

	k−1
 �20�

where m is the in-cylinder gas mass. Concerning the real engine
�i.e., in the presence of heat exchanges with the chamber walls Qw
and friction losses�, the variation in imep and bmep caused by a
given instantaneous combustion delay increment, at constant Q1,
can be written as

d�imep�
m

=
d�Q1 − Q2total�

V0
= −

�dQ2 + dQw�
V0

�21�

Fig. 5 Progress of �=TVk−1 as a function of the crank position
� for three instantaneous combustions with different phase Fig. 6 Effect of instantaneous combustion phase changes on

the Otto cycle
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d�bmep�
m

=

d	Q1 − Q2total −
V0

m
· fmep


V0

= −
	dQ2 + dQw +

V0

m
d�fmep�


V0
�22�

and the condition of maximum efficiency, d�bmep�=0, gives

dQ2 = − dQw −
V0

m
d�fmep�

In the above relation, only the components of fmep that are actu-
ally affected by the combustion position delay must be taken into
account, namely, the friction at the piston-cylinder interface and in
the loaded bearings �crankshaft and connecting rod�; neither the
energy required by the engine accessories nor the friction caused
by the inertia forces of the moving masses must be considered
because these are not affected by combustion phase variations.

The two considered friction components are then fmep1 �related
to the piston-cylinder friction� and fmep2 �related to the loaded
bearings�, the condition of maximum efficiency thus becomes

dQ2 = − dQw −
V0

m
d�fmep1� −

V0

m
d�fmep2� �23�

The heat transferred from the gas to the chamber walls Qw is
assumed to be proportional to the exposition time of the gas to the
cylinder walls and to the gas temperature �as a first approxima-
tion, the increase in heat exchange surface S� during the gas ex-
pansion is assumed to be compensated by the decrease in heat
exchange coefficient h�; then

Qw = const ·�
EC

BDC

Td�

where TEC is the gas temperature at the end of the instantaneous
combustion �which remains almost unchanged for small combus-
tion retard ���.

The increase in the heat exchanged with the chamber walls due
to a delay increment d�� �with respect to the TDC� of the instan-
taneous combustion is then

dQw � − const · TEC · d��

The last relation is quite acceptable considering that a combustion
delay increment d�� around the TDC �where the in-cylinder vol-
ume is minimum� does not have a considerable effect on the tem-
perature at the end of combustion �EC� so that TEC�const �see
Figs. 5 and 6�.

Since, as a first approximation, once the combustion has been
completed, it can be considered as

TVk−1 = const

then

Qw = const ·�
EC

BDC

Td� = const · TEC�
EC

BDC 	V�

V

k−1

d�

where V is the instantaneous chamber volume �and V� is the value
it assumes at the end of combustion when �=���, and k is the gas
isentropic coefficient. The mean crank rotation d� during the ex-
pansion from the EC to the BDC can be considered, as a first
approximation, proportional to the volume variation dV.

Hence

d� �
�

V0
dV ⇒ Qw = const · TEC

�

V0
�

EC

BDC 	V�

V

k−1

dV

being

�
EC

BDC 	V�

V

k−1

dV �
TDC

BDC 	VTDC

V

k−1

dV �24�

it follows that

Qw  const · TEC
�

V0
�

TDC

BDC 	VTDC

V

k−1

dV

= const · TTDC · �
	2−k − 1

�2 − k��	 − 1�
�25�

and then

dQw

Qw
= −

d��

�

�2 − k��	 − 1�
	2−k − 1

�26�

As can be observed in Eq. �26�, a delay increment d�� of the
instantaneous combustion produces a decrease in Qw �hence, from
Eq. �21�, an imep increase� and an increase in Q2 �see Fig. 6 and
Eq. �19� where d��0 involves d	�0�, which instead causes an
imep decrease in Eq. �21�; the maximum of imep then implies a
null variation d�imep� for a given increment d��, i.e., from Eq.
�21�, −dQw=dQ2.

The losses due to the piston-cylinder friction during the gas
expansion fmep1 are here supposed, as a first approximation, to be
proportional to the in-cylinder pressure and to the piston stroke,
and hence to the chamber volume variation:

fmep1 = const ·�
EC

BDC

p tan��� · dV

where � is the angle between the connecting rod and the cylinder
axis, which is a function of the crank angle � and assumes the
value �� when the combustion delay angle is ��. If pEC represents
the gas pressure at the end of combustion, the increase in friction
losses due to the delay increment d�� �corresponding to a volume
variation dV�� of the instantaneous combustion is

d�fmep1� � − const · pEC tan���� · dV�

It is also

tan���� � sin���� =
1

�
· sin���� �

��

�
⇒

d�fmep1� � − const · pEC ·
��

�
· dV�

Hence the mean value of the variable tan��� during the crank
rotation from the EC to the BDC can be found as follows:

tan��� � sin��� =
1

�
sin��� =

1

�
·

1

�
·�

0

�

sin���d� =
2

� · �

Assuming, as a first approximation, an isentropic expansion from
the EC to the BDC, then

fmep1 = const ·�
EC

BDC

p tan��� · dV

� const · pEC tan��� ·�
EC

BDC 	V�

V

k

dV

� const · pEC ·
2

� · �
·�

EC

BDC 	V�

V

k

dV

where the gas pressure pEC has been assumed to remain almost
constant for small combustion delay �� around the TDC; under
the same approximation of Eq. �24�, it follows that
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fmep1 � const · pEC ·
2

� · �
·�

TDC

BDC 	VTDC

V

k

dV

= const ·
2

� · �
· pECV0

	1−k − 1

�1 − k��	 − 1�
�27�

d�fmep1�
fmep1

= −
�� · �

2
·

dV�

V0
·

�1 − k��	 − 1�
	1−k − 1

�28�

As can be observed in Eq. �28�, a delay increment of the instan-
taneous combustion d�� �to which corresponds a volume change
dV�� produces a decrease in fmep1: This should imply a bmep
increase �from Eq. �22��; the delay increment d�� however causes
also a decrease in imep �21�, for the shorter working stroke of the
gas after the combustion �see Eq. �19��, and consequently a de-
crease in bmep in Eq. �22�. In conclusion the maximum bmep
condition can be pursued by a null variation d�bmep� for a given
increment d��.

In a similar way to the losses fmep1, the friction losses fmep2
�caused in the loaded bearings� are supposed to be proportional to
the in-cylinder pressure and to the crank rotation angle during the
gas expansion; hence

fmep2 = const ·�
EC

BDC

pd�

d�fmep2� � − const · pECd��

where d�fmep2� is the increase in fmep2 due to the delay incre-
ment d�� of the instantaneous combustion. Under the same hy-
pothesis made for the evaluation of d�fmep1�, it follows that

fmep2  const · pEC�
TDC

BDC 	VTDC

V

k

d�

d� �
�

V0
dV ⇒ fmep2 = const · pEC

�

V0
�

TDC

BDC 	VTDC

V

k

dV

⇒ fmep2 = const · pEC · �
	1−k − 1

�1 − k��	 − 1�
�29�

⇒
d�fmep2�

fmep2
= −

d��

�

�1 − k��	 − 1�
	1−k − 1

�30�

As can be observed in Eq. �30�, a delay increment d�� of the
instantaneous combustion produces a decrease in fmep2, likewise
for fmep1, with similar consequences.

The maximum engine efficiency condition �23�

dQ2 = − dQw −
V0

m
d�fmep1� −

V0

m
d�fmep2�

together with Eqs. �19�, �26�, �28�, and �30�, leads to the following
equation:

−
�k − 1�

	k−1

d	

	
Q1 = wQ1

d��

�

�2 − k��	 − 1�
	2−k − 1

+
� · ��

2
v1 · �imep�

dV�

V0

�1 − k��	 − 1�
	1−k − 1

V0

m

+ v2 · �imep�
d��

�

�1 − k��	 − 1�
	1−k − 1

V0

m
�31�

where w=Qw /Q1, v1=fmep1 / imep, and v2=fmep2 / imep.
Being

V0 = VBDC − VTDC = VTDC�	0 − 1� � V��	 − 1� ⇒ V� �
V0

	 − 1
, 	

=
VBDC

V�

the equivalent compression ratio variation due to the instanta-
neous combustion phase shift is then

d	

	
= −

dV�

V�
= −

dV�

V0

V0

V�
= −

dV�

V0
�	 − 1� ⇒

dV�

V0
= −

1

	 − 1

d	

	

�32�
and remembering Eq. �9�,

d	

	
= −

	 − 1

2
sin ��	1 +

1

�
cos ��
 · d�� ⇒ 	d	

	



near TDC

= −
1 + �

2�
�	 − 1� · �� · d�� �33�

Hence, from Eqs. �31�, �20�, �32�, and �33�, the instantaneous
combustion delay, which maximizes the engine efficiency, can be
evaluated by the following relation:

��
opt =

2�

��1 + ��

w
2 − k

�k − 1��	2−k − 1�
+ v2

	1−k − v1 ·
� · ��

2

�34�

In a SI engine, approximately one-third of the initial energy of the
fuel becomes available as mechanical energy and the rest is lost,
one-half in the form of heat through the cylinder surfaces �cooling
losses�, and one-half as waste heat through the exhaust pipe. In
the analysis that leads to Eq. �34� only the expansion phase is
concerned; hence only about two-thirds of the total cooling losses
�which take place during compression, expansion, and exhaust
phases� is considered in the evaluation of coefficient w; this
means that w=1 /3�2 /3=2 /9�0.22 as a value of first approxi-
mation.

A great portion of the initial fuel energy fraction that becomes
mechanical work �approximately one-third� is available as an out-
put at the crankshaft and the rest is dissipated by friction or used
by accessories. A reasonable value of mechanical efficiency for a
SI engine, at wide open throttle �WOT�, is around 80%, which
means that fmeptotal=0.2�imep�, where fmeptotal �the total friction
mean effective pressure� accounts for the friction between piston
and cylinder, the friction in the loaded bearings, and the energy
needed to move the engine accessories �8�.

In the present analysis, only the friction components influenced
by a combustion phase shift are taken into account, i.e., the
piston-cylinder and the bearing friction due to the gas pressure,
while the friction due to the inertia forces of the moving masses
can be neglected, so the sum of fmep1 and fmep2 is supposed to
be equal to one-half of fmeptotal �8�.

In a spark ignition engine the friction at the piston-cylinder
interface is approximately four to five times the friction in the
loaded bearings �crankshaft and connecting rod bearings� �8�; con-
sequently it can be stated that

fmep1 = 4 · fmep2 ⇒ v1 = 4v2 �35�
and

v1 + v2 = 0.1

hence v1=0.02 and v2=0.08.
Assuming that k=1.3, 	=10, �=3.18, and w=0.22, Eq. �34�

yields the results shown in Table 1. As is shown, a 22% of heat
exchange with chamber walls �with respect to the introduced heat
Q1� is responsible for an instantaneous combustion optimal delay
of about 7 crank angle degrees �CAD�. Moreover the delay angle
��

opt exhibits a linear dependence on the heat ratio w�=Qw /Q1�.
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As regards friction effect, a 10% loss �with respect to imep� pro-
duces a combustion optimal delay of about 1 CAD, and once more
the delay angle ��

opt is linearly related to the sum �v1+v2�. The
two phenomena �heat transfer and friction losses� slightly influ-
ence each other �as in a real engine�, even if their effects do not
add. Moreover the friction losses at the piston-cylinder interface
�coefficient v1�, although greater than the losses in the loaded
bearings �coefficient v2�, have a minor influence on the optimal
delay ��

opt �as can be deduced, for example, by rows 4 and 5 in
Table 1�. This can be explained considering that the friction forces
between piston and cylinder approach zero near TDC, so the
fmep1 is nearly unaffected by an instantaneous combustion phase
shift in the close proximity of TDC.

5 Evaluation of the Optimal Combustion Phase by
Means of Thermodynamic Simulations

In the previous paragraph, the authors showed that if the heat
release function has a symmetrical derivative the optimal combus-
tion phase in an adiabatic engine without friction losses is sym-
metrical with respect to the TDC �i.e., the middle of the combus-
tion angle must be located at the TDC�. The authors also arrived
to a simple expression, Eq. �34�, for the evaluation of the optimal
instantaneous combustion phase in a real engine, that is, in the
presence of heat exchanges with chamber walls and friction
losses; the equation found demonstrated a good agreement with
the well known experimental evidence according to which the
maximum bmep is reached when the 50% of heat released by
combustion is located approximately 8 CAD ATDC, a part from
engine speed, load, and mixture strength �4�.

If the combustion is not considered instantaneous and its heat
release rate is an asymmetrical function with respect to the middle
of the combustion arc, then the optimal combustion phase can be
evaluated by means of thermodynamic simulations of the
compression-expansion process, using heat transfer and friction
loss models �e.g., as shown in Refs. �8,9��. In this kind of simu-
lations the start and the duration of the combustion can be set as
input variables and both imep and bmep can be evaluated as out-
put quantities.

A zero-dimensional thermodynamic model based on the first
law of thermodynamics �Eqs. �16� and �17�� has been realized to
predict the in-cylinder pressure and temperature during the com-
pression and expansion phases of the engine �i.e., the constant
mass phases�.

The first law of thermodynamics, applied to the constant mass
of gas in the cylinder, yields

dQin − dQw − pdv = du = cv · dT �36�

where cv is the gas specific heat at constant volume.
The gas here considered �a stoichiometric mixture of C8H16 and

air� is supposed to respect the perfect gas law:

pv = RT

k =
cp

cv
⇒ R = cv�k − 1�

where R=274.7 J /kg K is the gas constant and k is a function of
temperature obtained by Ceviz and Kaymaz �10�:

k = 1.338 – 6 � 10−5T�K� + 10−8T�K�
2

Wall heat transfers have been taken into account by means of the
Woschni model, which allows the evaluation of the instantaneous
convection heat exchange coefficient h �8,11,13� that figures in
Eq. �17�:

h = Fw · B−0,2p0,8�C1vp + C2V0
Tr

PrVr
�p − pm��0,8

T−0,55 �37�

where h is the heat exchange coefficient �W /m2 K�, Fw is the gain
factor �allows to fit experimental data�, B is the cylinder bore �m�,
T is the gas temperature �K�, p is the gas pressure �kPa�, vp is the
mean piston speed �m/s�, V0 is the cylinder displacement, Tr, pr,
and Vr are the gas temperature, pressure, and volume at the inlet
valve closure, pm is the motored gas pressure �evaluated by means
of a polytropic law�, C1 is the first model constant �=2.28�, and C2
is the second model constant �=3.24�10−3�.

The ratio Qw /Q1=w can be tuned by means of the gain factor
Fw, and the heat released by the combustion has been assumed to
follow the Wiebe function �11�

dQin��� = dx���Q1 and x��� = 1 − e−ay���m+1
�38�

where x��� is the fraction of heat released ��a����b�, and
y���= ��−�a� / ��b−�a� is the combustion angle fraction. m=2
and a=5.33 are the values chosen for the two constants: The latter
in order to obtain an almost symmetric derivative function dx /dy
with its maximum in the middle of the combustion arc; it results
in x��a�=0 and x��b�=0.995.

Equations �36�, �17�, and �38�, together with the perfect gas
law, lead to the differential equation

dp

d�
= −

k

V

dV

d�
· p +

m

V
�k − 1�	dQin

d�
−

dQw

d�

 �39�

which, numerically solved, provide the gas pressure as a function
of crank position. The engine data used in the simulation are re-
sumed in Table 2.

The friction losses at the piston-cylinder interface �fmep1� and
in the loaded bearings �fmep2� have been evaluated by means of a
simplified model based on Rezeka and Henein’s work �15� as
follows:

fmep1���� = c1 ·�
−180

+180

�1 − �sin����� · p��� · �tan���� · ds

�40�

fmep2���� = c2 ·�
−180

+180

�cos���� ·
2 · p���

1 + cos���
· d� �41�

where c1 and c2 are proportionality constants depending on vari-
ables not affected by the combustion phase �geometrical data and
engine speed�, p is the relative gas pressure �p= �pgas−1��bar��, ds
is the piston movement related to the crank rotation d�, and � is

Table 1 Optimal instantaneous combustion delay ��
opt „from

Eq. „34…… for different combinations of friction and heat transfer
coefficient

v1 v2 w ��
opt CAD ATDC

0.08 0.02 0.22 8.6
0.00 0.00 0.22 7.1
0.08 0.02 0.00 1.1
0.00 0.02 0.22 8.2
0.08 0.00 0.22 7.4
0.08 0.02 0.30 11.3
0.00 0.00 0.30 9.6
0.16 0.04 0.22 10.3
0.16 0.04 0.00 2.3

Table 2 Engine dimensions used in the simulation

Compression ratio, 	 10
Rod to crank ratio, � 3.18
Cylinder bore, B �mm� 79.5
Piston stroke, s �mm� 80.5
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the angle between connecting rod and cylinder axis, function of
the crank angle �.

As regards the fmep1 in Eq. �40�, the product p��� · �tan���� is
proportional to the normal trust between the piston and the lateral
surface of the cylinder; the lubricating condition between the two
surfaces can be either mixed and boundary or hydrodynamic:
When the piston is in the neighborhood of the firing TDC, lubri-
cation is mixed or boundary �maximum friction coefficient� be-
cause the relative speed between the surfaces is small. Near
�90 deg CA ATDC instead, the lubricating conditions become
hydrodynamic; hence the friction coefficient drops down signifi-
cantly �15� due to the relative speed increase that means much
lower friction forces. Rezeka and Henein’s �15� model accounts
for the two lubrication modes by means of two different correla-
tions, while in the simplified model proposed here, both the lubri-
cation modes are represented by means of the same term �1
− �sin�����, which is maximum near the TDC �only mixed and
boundary lubrication, and maximum friction coefficient� and
minimum at �90 deg CA ATDC where the friction forces are
supposed to be zero.

In the same way, in Eq. �41� the term 2· p��� /1+cos��� is
proportional to the mean friction force inside the loaded bearings,
while the term �cos���� is proportional to the friction coefficient
�15�. Now the trust discriminates between the two lubricating con-
ditions because the relative speed between journals and bearings
is almost constant.

The operative conditions chosen to perform a first comparison
between the results obtained by the use of Eq. �34� and those
obtained by simulations are manifold absolute pressure �MAP�
=1 bar, engine speed=2000 rpm, and chamber wall
temperature=200°C. In these conditions w has been set to 0.22
�by means of the gain factor Fw�, while v1 and v2, by means of the
two constants c1 and c2, have been set in order to respect the
conditions of Eq. �35�:

fmep1 = 4 · fmep2 and fmep1 + fmep2 = 0.1 · imep

Three different values of combustion duration ��b−�a� have been
considered in the simulations, namely, 60, 70, and 80 CAD. For
each combustion duration, the start of combustion �i.e., the angle
�a� has been phased in order to find both the maximum imep
�which takes into account only heat exchange effect� and the
maximum bmep �which instead is influenced also by friction

losses�. The related optimal delays of the center of the combustion
arc with respect to the TDC, ��

opt,1 and ��
opt,2, are reported in

Table 3. As can be seen, the results �mean values� are in a fine
agreement with those obtained by the use of the approximated
formula �34� listed in Table 1; namely, the delay due only to heat
exchanges is nearly the same �i.e., 7.1 CAD, second row in Table
1�, and the delay obtained taking into account also friction losses
corresponds �in Table 3 ��

opt,2=8.0 CAD�8.6 CAD reported in
the first row of Table 1�.

Some other simulations have been carried out, considering a
fixed combustion duration of 70 CAD for different engine speeds
at WOT, and the results are reported in Table 4. The values of v1
and v2 shown here are taken from data available in literature �8�
and were used to fix the values of the two constants c1 and c2 in
Eqs. �40� and �41�, while the values of the heat ratio w descend
from the simulation since the gain factor Fw has been fixed to
obtain w=0.22 at 2000 rpm and MAP=1 bar.

As is reasonable, increasing engine speed causes an increase in
the sum �v1+v2� and a decrease in the heat ratio w.

In particular, the sum �v1+v2� undergoes an increase of about
70%, and this leads to an increase in ���

opt,2−��
opt,1� of about 1.3

CAD according to simulations and of about 1.6 CAD using the
formula; however, the delay ��

opt,2 is almost unaffected by engine
speed variations since the rising friction losses are counterbal-
anced by the decreasing heat transfer. This behavior is confirmed
by experimental results, which show that the MBT spark timing is
obtained when the 50% of MFB is located approximately 8 CAD
ATDC regardless of the engine and of its operative conditions �4�.
Table 4 also shows a perfect agreement between the simulation
results and formula results as regards the maximum imep combus-
tion center delay ��

opt,1: This means that the formula in Eq. �34�
adequately takes into account heat transfer effects. Concerning the
bmep combustion center delay ��

opt,2, there is a small difference
between the two values. Equation �34� hence slightly overesti-
mates the effects of friction losses.

Another series of simulations has been performed for different
engine loads at constant speed �3000 rpm� and combustion dura-
tion �70 CAD�, whose results are exposed in Table 5. Here the
values of the friction loss constants c1 and c2 have been chosen so
as to maintain coefficients v1 and v2 almost unchanged since it is
assumed that with decreasing manifold pressure, both fmep1 and
fmep2 reduce in the same percentage of imep so that the ratios v1
and v2 are poorly influenced. On the other hand the coefficient w
�calibrated by means of the gain factor Fv at 2000 rpm at WOT�
increases about 16%, thus causing an angle ��

opt,1 increase of
about 1 CAD, confirmed by the use of the formula. Again, as
regards the optimal combustion phase ��

opt,1, a fine agreement
was found between the simulations outputs and formula results,
whereas persists the small difference of about 1 CAD in the evalu-
ation of the combustion phase for the maximum bmep ��

opt,2.

6 Conclusions
This paper deals with the analytical determination of the best

combustion phase in a spark ignition engine. The authors first

Table 3 Optimal center combustion delay evaluated by means
of the thermodynamic simulation

Combustion
angle CAD

��
opt,1 �max imep�

CAD
��

opt,2 �max bmep�
CAD

60 6.7 7.5
70 7.1 7.9
80 7.5 8.5

Mean values 7.1 8.0

Table 4 Optimal combustion delay angles obtained at WOT for different engine speeds „com-
bustion arc=70 deg CA…

Engine speed
�rpm�

MAP
�bar� w �Qw /Q1� v1+v2 v1 /v2

��
opt,1

�CAD�
�simulation�

��
opt,2

�CAD�
�simulation�

��
opt,1

�CAD�
�formula�

��
opt,2

�CAD�
�formula�

2000 1 0.220 0.100 4.00 7.1 7.9 7.1 8.6
3000 1 0.200 0.116 3.14 6.3 7.5 6.4 8.3
4000 1 0.187 0.132 3.12 6.0 7.3 6.0 8.1
5000 1 0.177 0.152 2.80 5.8 7.3 5.7 8.3
6000 1 0.170 0.172 2.58 5.5 7.6 5.5 8.6
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analyzed the optimal phasing of the heat release in an ideal adia-
batic engine, showing that the best phase of the combustion de-
pends on the “shape” of the heat release rate law: If this is sym-
metrical with respect to its maximum, then the best spark timing is
obtained when the middle point of the combustion arc is located at
the TDC. The case of a not symmetrical heat release rate function
is also considered and solved in the Appendix. The authors then
took into consideration both the effects of friction losses and heat
transfer to the wall on the optimal phasing of the instantaneous
combustion, thus arriving to a formula for the calculus of the best
combustion phase. The results obtained by the use of this formula
under different operative conditions were then compared with the
results obtained by means of zero-dimensional thermodynamic
simulations performed using the Wiebe function to represent the
heat release law �three different combustion durations were con-
sidered�. A good agreement was found in any of the case consid-
ered.

Heat exchanges with the chamber walls, which are extremely
asymmetrical and occur mainly during the expansion stroke be-
cause of the higher gas temperatures, were observed to cause a
mean delay of the optimal combustion phase of the order of 6
CAD with respect to the adiabatic engine.

Friction losses due to the gas pressure are also asymmetrical
and occur mainly during the expansion stroke because of the
higher gas pressure. They produce a smaller delay, about 1 CAD,
of the optimal combustion phase position with respect to the fric-
tionless engine.

Nomenclature
Q � whole heat received by the gas
L � mechanical work made on the gas
U � internal energy of the gas

Q1 � whole combustion specific released by
combustion

cp � constant pressure specific heat of the gas
cv � constant volume specific heat of the gas
� � generic crank angle

�a � crank angle corresponding to combustion start
�b � crank angle corresponding to combustion end
�c � combustion arc
�� � instantaneous combustion delay with respect to

the TDC
��

opt � optimal instantaneous combustion delay with
respect to the TDC

Qin or Qin��� � specific heat released by combustion at the
crank position �

T � gas temperature
Tw � chamber wall temperature

V��� � combustion chamber �function of the crank
position ��

m � constant mass of the gas in the cylinder
v � gas specific volume
p � gas pressure
S � gas specific entropy
R � gas constant

k � isentropic coefficient
cp � constant pressure specific heat of the gas

Q2 � heat subtracted from the gas, at constant vol-
ume, as needed to close the thermodynamic
cycle

x��� � heat fraction released, during the crank rotation
from �a to �, with respect to the total Q1=Qin
��b�

y � ��−�a� /�c fraction of crank rotation angle
	 or 	0 � volumetric compression ratio of the engine

� � thermodynamic cycle efficiency
V0 � engine displacement
� � rod to crank ratio

Qw � heat subtracted to the gas by the chamber
walls

S���� � surface of the combustion chamber
h � convection heat exchange coefficient

Q2total � the whole heat subtracted to the gas, sum of
the Q2 and the Qw �=Tvk−1

fmep � friction mean effective pressure
fmep1 � friction mean effective pressure due to the fric-

tion between piston and cylinder
fmep2 � friction mean effective pressure due to the fric-

tion in the loaded bearings
fmeptotal � fmep1+fmep2

imep � indicated mean effective pressure
TTDC � gas temperature at TDC

TEC � gas temperature at the end of combustion
VTDC � cylinder volume at TDC
pTDC � gas pressure at TDC

� � angle between connecting rod and cylinder
axis

�� � the angle � when �=��

w � Qw /Q1
v1 � fmep1 / imep
v2 � fmep2 / imep
B � cylinder bore

um � mean gas velocity
s � piston stroke
n � engine speed

��
1 � optimum instantaneous combustion delay con-

sidering heat exchanges
��

2 � optimum instantaneous combustion delay con-
sidering both heat exchanges and friction
losses

Appendix

The determination of the optimal combustion phase for the
adiabatic and frictionless engine consists in the minimization of
the entropy variation �Sab of Eq. �4�:

Table 5 Optimal combustion delay angles obtained for different loads at 3000 rpm „combus-
tion duration=70 deg CA…

Engine speed
�rpm�

MAP
�bar� w �Qw /Q1� v1+v2 v1 /v2

��
opt,1

�CAD�
�simulation�

��
opt,2

�CAD�
�simulation�

��
opt,1

�CAD�
�formula�

��
opt,2

�CAD�
�formula�

3000 1.0 0.200 0.116 3.14 6.3 7.5 6.4 8.3
3000 0.8 0.208 0.115 3.10 6.6 7.8 6.7 8.6
3000 0.6 0.218 0.113 3.07 7.1 8.2 7.0 8.9
3000 0.4 0.232 0.110 3.01 7.2 8.2 7.4 9.3
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�Sab =�
a

b �cv
dT

T
+ R

dv
v
� = cv�ln

Tb

Ta
+

R

cv
ln

vb

va
� = cv ln

Tbvb
k−1

Tava
k−1

= cv ln
�b

�a
= cv ln�1 +

1

cvTava
k−1�

�a

�b

vk−1dQin

d�
d��

= cv ln�1 +
1

cvTMvM
k−1�

�a

�b

vk−1dQin

d�
d�� �A1�

where TM and vM represent the gas temperature and specific vol-
ume at the BDC; hence Eq. �A1� becomes

�Sab = cv ln�1 +
1

cvTBDC	0
k−1�

�a

�b 	 v
vTDC


k−1dQin

d�
d��

�A2�

Now, if the combustion is phased so as to put its middle point at
the TDC �i.e., �a=−0.5�c and �b=+0.5�c� then the determination
of the optimal combustion phase with respect to piston motion
�hence to in-cylinder volume� merely consists in the minimization
of the following integral:

�
�a

�b 	V����
VTDC


k−1dQin

d�
d� �A3�

where ��=�−�, with � the phase difference between the com-
bustion middle point ��=0� and the TDC position ���=0�. If the
following functions f , q, and F are taken into consideration,

f = 	V����
VTDC


k−1

= 	V�� − ��
VTDC


k−1

= f��;��

q =
dQin

d�
= const ·

dx���
d�

= q��� �A4�

F = f · q = F��;��

the integral to be minimized in Eq. �A3� becomes

�
�a

�b

f q d� =�
�a

�b

F d� =�
�a

�b

F��;��d� �A5�

According to the Leibniz rule �16�,

�

��	�
�a

�b

F��;��d�
 =�
�a

�b �F

��
d� �A6�

which, being the function q independent of the variable �, be-
comes

�
�a

�b �F

��
d� =�

�a

�b ��f q�
��

d� =�
�a

�b

q
�f

��
d� = 0 �A7�

From Eq. �A7� it follows the important conclusion that if the
function q �i.e., the heat release rate� is symmetrical with respect
to the middle of the combustion arc, the optimal combustion
phase is obtained when �=0, i.e., when the combustion is cen-
tered around the TDC, because the derivative �f /�� is antisym-
metric with respect to the TDC.

In the more general case of function q not symmetrical with
respect to its middle point, the integral in Eq. �A7� can be solved
analytically or numerically. A fast solution can be, however, ob-
tained by means of some approximations; taking into consider-
ation the following series expansions cos ��1−0.5�2 and
�1���a�1�a�, the in-cylinder volume can be expressed as
V���� /VTDC�1−C ·��2=1+� and the function f becomes

f = 	 V

VTDC

k−1

� 1 + �k − 1� · 	 V

VTDC
− 1
 � 1 + C� · ��2

= 1 + C��� − ��2 ⇒
�f

��
� − 2 · C� · �� = − 2 · C��� − ��

�A8�

where C and C� are constants.
Then the integral in Eq. �A7� becomes

�
�a

�b

q
�f

��
d� ��

−0.5�c

0.5�c

qC� · �� − ��d� = 0

⇒�
−0.5�c

0.5�c

�� − ��
dx

d�
d� = 0 �A9�

which gives the optimal phase lag �:

� =

�
−0.5�c

0.5�c

�
dx

d�
d�

�
−0.5�c

0.5�c dx

d�
d�

=�
−0.5�c

0.5�c

�
dx

d�
d� = �g �A10�

Equation �A10� shows that the phase lag � coincides with the
centroid �g of the area subtended by the function dx /d�. As ex-
ample, if the Wiebe function �11� represents the heat release rate,
the optimum combustion phase will then be obtained with a slight
advance with respect to the symmetric position.

Up to now, the entropy variation during the combustion phase
has been evaluated supposing the gas specific heat cv to remain
constant; it is instead a function of the gas temperature and com-
position and may change appreciably, thus introducing a further
asymmetrical element in the evaluation of the minimum �Sab
combustion phase.

Considering the following temperature dependence cv=B
+A ·T �where A and B=cv0−T0A are two constants� and k0= �cv0
+R�� /cv0, Eq. �1� becomes

dQin = TdS = cvdT + pdv = BdT + T	R
dv
v

+ AdT
 �A11�

Assuming that ����= �R /B��1 /v��dv /d��+ �A /B��dT /d�� and
����=−�1 /B��dQin /d��, Eq. �2� and its general solution remain
valid, Eq. �3� hence becomes

Tvk0−1eAT/B = Tava
k0−1eATa/B +

1

B�
�a

�

vk0−1eAT/BdQin

d�
d�

�A12�

and the entropy variation across the combustion phase is now

�Sab = B ln�1 +
1

BTava
k0−1eATa/B�

�a

�b

vk0−1eAT/BdQin

d�
d��

= B ln�1 +
1

BTMvM
k0−1�

�a

�b

vk0−1eA�T−Ta�/BdQin

d�
d��

�A13�

As shown, it mainly differs from Eq. �4� for the function eA�T−Ta�/B

inside the integral, which is a rising function of the temperature
difference �T−Ta�, which, in turn, increases when the combustion
is advanced �see, for example, Fig. 1, the advanced combustion
AB compared with the retarded one CD�: That is the reason why,
when the cv variation with temperature is considered, the optimal
combustion phase moves in retard of about 1 CAD, thus reducing
the optimal spark advance.
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Simulating the Concentration
Equations and the Gas-Wall
Interface for One-Dimensional
Based Diesel Particulate Filter
Models
This paper enhances an earlier publication by including the concentration equations of
motion into the area-conserved one-dimensional based diesel particulate filter model. A
brief historical review of the species equations is accomplished to describe this model
and the pertinent physics involved. In the species equations through the wall and soot
layers, the diffusion constants are modified to account for the close proximity of the
porous walls and the particulate matter to the gas flowing through the accompanying
layers. In addition, a review of potential options involving the diffusion velocity is ac-
complished to determine the effect of pressure gradients on this phenomenon. In the
previous paper, the model formulation illustrated that a common assumption to make for
an enthalpy difference is the use of constant pressure specific heat times a temperature
difference. Because of the different heats of formation and sensible enthalpies associated
with the chemical species, this assumption reviewed is found to have a related error.
Finally, because each channel is treated as an open system, making the common assump-
tion of dilute mixture simplification is reviewed and found to have an associated
error. �DOI: 10.1115/1.3155792�

1 Introduction
Diesel particulate filters �DPFs� have been researched for close

to three decades based on their ability to capture soot or particu-
late matter �PM� with near 100% efficiency �1–4�. Because of the
Environmental Protection Agency �EPA� and the European Union
�EU� emission standards, DPFs have become commonplace
equipment on all diesel vehicles sold for on-road applications
�5,6�. In addition, future off road Tier 4 emission regulations tar-
get significant reductions in problematic species. This indicates
the eventual implementation of DPFs on generators and other in-
dustrial use engines �7�. Since reductions in nitrogen oxides
�NOx�, carbon monoxide �CO�, and hydrocarbons �HC� among
others are also being targeted, a system arrangement of multiple
aftertreatment devices in the exhaust will be required. Key to the
implementation of a DPF in this type of system architecture is the
use of fast and accurate models to help augment and guide experi-
mental efforts. With respect to DPF devices, one-dimensional
based modeling has become the industry standard for this type of
multiple apparatus modeling �8–15�.

Most of the one-dimensional DPF modeling efforts stem from
the papers by Bissett and co-workers �8,16,17�. In a previous pa-
per �18�, a brief historical review of this modeling activity from
the original works of Bissett until now was documented, and a
model was presented that formulated the governing equations in
the area-conserved format often used for converging-diverging
nozzles �19,20� and the intake and exhaust of internal combustion
engines �21,22�. This quasi-one-dimensional flow accounted for
the effects of changing gaseous area in the inlet channel and vary-
ing cross-sectional areas of flow through the PM layer. One large
simplification in the previous paper was the use of constant mass

fractions of the different species through the device. With the
advent of catalyzed DPFs and the importance of NO2 reduction in
PM in the cake and wall layers, there is an additional requirement
of 1D based DPF models to include the flow of chemical species
through these layers �11–13,23–25�.

As a result, this paper solves for the concentration equation of
motion through the channels, PM, and wall layer in area-
conserved format. A brief historical review of the species equa-
tions in these layers is first accomplished to describe the history of
this model and the pertinent physics. While area conservation is
not required as per the conclusions of the previous paper, it is
inherently more accurate and can be utilized in all situations of
PM loading. In this paper, the diffusion constants are modified to
account for the close proximity of the porous walls and the PM to
the gas flowing through the accompanying layers. In addition, a
review of potential options involving the diffusion velocity is ac-
complished to determine the effect of pressure gradients on this
phenomenon. Finally, in the previous paper, the model formula-
tion illustrated that a common assumption to make for an enthalpy
difference is the use of constant pressure specific heat times a
temperature difference. Because of the different heats of forma-
tion and sensible enthalpies associated with the chemical species,
this assumption is reviewed and a conclusion as to the model
formulation is presented.

2 Governing Equations
In 1984, Bissett �8� created a model for the transport of nearly

all thermodynamic variables through a wall-flow DPF while try-
ing to avoid the complexities of multidimensional compressible
fluid flow. He accomplished this by representing the flow at each
axial position in one dimension and incorporating the proper
physics for the flow to and from the wall system. In his original
paper, Bissett assumed that the mass fractions through the inlet
channel were constant and unaffected by the changing control
volume due to PM loading. In Secs. 2.1–2.6, a review of the
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author’s previous paper formulation is presented along with a
brief historical summary, and the addition of chemical species is
included in the area-conserved model.

2.1 Mass Equations. The thermodynamic properties through
the PM and wall layers are allowed to change and will be calcu-
lated according to the Navier–Stokes equations of motion. As a
result, the equations of mass for the channels are written using
local density and velocity terms on the right-hand side of the
equations as follows:

���IuIAI�
�z

= − �susSI �1�

���IIuIIAII�
�z

= �wuwSII �2�

where the cross-sectional area and surface area on a per length
basis are represented as

AI = �dm − 2td�2, SI = 4�dm − 2td�, AII = dm
2 and SII = 4dm

�3�
In this case, for the inlet channel equations the density and veloc-
ity of the gas in the PM layer used in the flux term are evaluated
at y=0 as illustrated in Fig. 1. For the outlet channel equations,
the density and velocity of the gas in the wall layer used in the
flux term are evaluated at y= tm+ td.

In the PM layer, the flow is no longer one-dimensional due to
the varying cross-sectional areas through the layer. Since area
conservation is a methodology for incorporating multidimensional
effects without having to include the other dimensions in the so-
lution algorithm, the PM and wall layer equations are written as
follows:

���susAs�
�y

= AsṠmass �4�

d��wuwAw�
dy

= 0 �5�

where the right-hand side of the mass equation in the PM layer
equates to a gain in mass due to PM oxidation reactions; that is, as
the solid PM burns it converts into partial and complete products
of combustion in gaseous form. This was previously found to be
important as a significant deviation in mass flow rate can be en-
countered without this term. As with the previous paper, deep bed
filtration is not included in this model, which would result in a

similar term in the wall equation, and is left to future efforts.
For square channels, the change in cross-sectional area per unit

length through the PM layer and wall layers is calculated as

As = 4�dm − 2�td −
y

tan �
�� �6�

where tan �=1.

Aw = 4dm �7�

and the instantaneous change the cross-sectional area can then be
determined by taking the derivative of this value with respect to
the distance through the layer, that is, dAs /dy=8 and dAw /dy=0.

2.2 Momentum Equations. For the momentum equations in
the channels, the model for the bulk gas is the same as those used
in traditional area-conserved one-dimensional flow �21,22,26�.

���IuI
2AI�

�z
+

��pIAI�
�z

= −
F�	uI	

dm − 2td
SI + pI

dAI

dz
�8�

���IIuII
2 AII�

�z
+

��pIIAII�
�z

= −
F�	uII	

dm
SII + pII

dAII

dz
�9�

As mentioned in the previous paper, keeping the area terms in the
derivatives and solving the governing equations as indicated is
more accurate with respect to mass conservation �20–22�. It is
important to note that the area change term on the right-hand side
is required in order to balance the pressure forces when writing in
area-conserved format.

The formulation of the momentum equations through the PM
and wall layers includes Darcy’s law and should not include the
convective term as previously discussed.

d�psAs�
dy

= ps
dAs

dy
−

�usAs

�s
− �s�sAsus

2 �10�

d�pwAw�
dy

= pw
dAw

dy
−

�uwAw

�w
− �w�wAwuw

2 �11�

By expanding the derivative of the pressure force, the traditional
equation for pressure through each layer written by Bissett will be
recovered.

2.3 Energy Equations. The gas flowing through the channels
transfers heat to the wall as a function of temperature difference
with the filter wall and from a flow of energy to the wall. As
discussed in the historical review in the previous paper, the energy
equations in the channel are equal to

���IuIhIAI�
�z

= − SI�hg�TI − Ts� + �sushI� �12�

���IIuIIhIIAII�
�z

= − SII�hg�TII − Tw� − �wuwhw� �13�

It was found that the gas temperature in the wall quickly be-
comes the filter temperature. Convection within the porous mem-
brane is at least on the order of 104 times larger than advection
and conduction validating previous model assumptions that the
gas temperature in the PM and wall layers equates rapidly to the
filter temperature: Ts=Tw=Tf.

2.4 Species Equations. In order to model the local oxygen
level at the wall along the inlet channel, Bissett assumed that
oxygen transport in the porous wall is dominated by convection;
hence, the depletion of oxygen in the reactive deposit layer does
not influence the oxygen concentration at the upstream channel
and wall interface �8�. As a result, he assumed that there is not a
gradient of mass fraction in the inlet channel.

Fig. 1 Square channel schematic illustrating the important
geometric and soot parameters
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dYI,O2

dz
= 0 �14�

In Bissett’s original paper, the reaction rate for the PM layer is
determined from a model of the mass fraction of oxygen in the
wall. This model is fundamentally expressed the following year in
a paper co-authored by Bissett and Shadman �17�. To take into
account the variation in oxygen across the PM and wall layers, the
balance between the convective transport in the y-direction and
the reaction kinetics in the particulate layer governs an O2 species
equation as follows:

���susYs,O2
�

�y
= − Spk�sYs,O2

�15�

���wuwYw,O2
�

�y
= 0 �16�

with the reaction rate expressed in Arrhenius format, k
=ATf exp�−Ea / �RuTf��. At this point in the literature, one-
dimensional based DPF modeling consists of two synergistic
models: one for the channels and one for the wall. For a while, the
chemical species are modeled in depth within the wall while the
constant mass fraction assumption is used for the channels.

A few years later, Garner and Dent �27� developed a model
independent of Bissett applicable to both fibrous and porous wall
DPFs. This model incorporates medium porosity and, more im-
portantly, an equation for the oxygen transport to the particulate
surface and its subsequent consumption.

�p�I� �YI,O2

�t
+ uI

�YI,O2

�z
� = − k�wYw,O2

�17�

This equation is reminiscent of the species equation from the Eu-
ler equations of motion that can replace Bissett’s constant O2 mole
fraction assumption. However, it was never utilized along with the
classical model formulation.

In 1996, Koltsakis and Stamatelos �28� revisited the Bissett and
Shadman model and modified the kinetics model to account for
incomplete soot oxidation as follows:

���susYs,O2
�

�y
= − Spk�sYs,O2

�O2
�18�

where �O2
is an index of completeness, which was estimated

through experimental validation to be 0.8 �note that in Ref. �18�
kO2

=k�O2
�. In this year, they utilized the same formulation for the

catalytically induced regeneration of the PM by metal oxides �29�.
In the following year, Jørgensen and Sorenson �30� developed a

combustion model through the PM layer that includes the effects
of temperature, concentrations, velocity, and diffusion. This two-
film model calculates the species and temperature profiles as a
function of the flame sheet where PM oxidation occurs. Species
equations are written for O2, CO, and CO2; however, the model
formulation and complexity does not lend itself to merging with
the classical Bissett model. The important facet to take away is the
incorporation of Fick’s law into the modeling of the governing
species equations, but this is done as a function of a flame sheet
interpretation.

In 1999, Konstandopoulos and Kostoglou �31� presented the
first paper where the channel equations are shown at the same
time as the species equations through the PM and wall layers �see
also Ref. �32��. The merging of the models has yet to occur as the
channel species equations are not present; however, further expan-
sion of the wall species equations occurs when catalytic coating
oxidation of soot is added to the model in multiple layers. The PM
layer is divided into two sections with one layer �Layer I� reacting
catalytically and noncatalytically through a partial fraction and the
other portion �Layer II� sitting on top of the catalytic layer fol-
lowing the traditional thermal oxidation pathway. Catalytic addi-

tive assisted oxidation of the PM with compounds either added in
the fuel or sprayed in the exhaust is also described using a factor,
which can be modified as a function of catalytic additive doses.
This paper is followed next year by a further inclusion of PM
oxidation via NO2 in these layers. The governing equation for
NO2 in Layer II is similar to the O2 layer with notation revised
here for consistency �33�.

���susYs,NO2
�

�y
= − Spk�sYs,NO2

�NO2
�19�

Layer I now includes the additional production of NO2 from NO
and O2 because of the catalytic washcoat material as follows:

���susYs�
�y

= Ṡs + ṘW �20�

where the bold nomenclature indicates an array of species �O2,

NO2�, Ṡs is an array of PM conversion in this layer �O2—catalytic
and thermal oxidation similar to previous paper; NO2—thermal

oxidation�, and Ṙ is an array that accounts for gaseous catalytic
reactions via the NO oxidation reaction �O2—loss; NO2—gain�.
The local NO mole fraction is then obtained from nitrogen atom
conservation.

It is not until the papers of Peters and co-workers �24,25� and
Haralampous and co-workers �11–13,23,34� that a merging of two
models is accomplished. This is done by including the wall spe-
cies equations into the overall formulation instead of solving sepa-
rately. Their reason for solving the wall species equations along
with the channel equations is to provide the proper boundary con-
ditions needed for the channel species equations. In the papers of
Peters and co-workers �24,25�, these channel equations are ex-
pressed as

���IuIdI
2YI�

�z
= − 4dI�IusYI �21�

���IIuIIYII�
�z

=
4

dm
�IIuwY3 �22�

Whereas, for the papers of Haralampous and co-workers
�11–13,23,34� they are represented as

��uIYI�
�z

= −
ūwYI

dmf2 +
km�Ys − YI�

dmf
�23�

��uIIYII�
�z

=
ūwYw

dmf2 +
km�Yw − YII�

dmf
�24�

Note that the papers of Peters and co-workers �24,25� present a
variable Y3, which is not described in their paper, and for the
papers of Haralampous and co-workers �11–13,23,34�, Ys are the
species evaluated at y=0 and Yw are the species evaluated at y
= tm+ td.

In the papers of Haralampous and co-workers �11–13,23,34�,
they included the effects of diffusing species to and from the
channel to the wall similar to catalyst modeling �35�. This is be-
cause the mass transfer coefficients can be on the same order of
magnitude as the wall-flow velocity. In these equations, dI repre-
sents the hydraulic diameter of the inlet channel �dm−2td� and f is
a geometrical parameter that accounts for the varying areas in the
particulate layer. The reader is referred to the previous paper �18�
for a complete description of the wall velocity terms utilized in
each formulation and how the varying areas in the PM layer is
simulated within this paper.

This historical summary is utilized to include all pertinent chan-
nel phenomena for the governing equations of species in area-
conserved format.
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���IuIYIAI�
�z

= − SI�km��IYI − �sYs� + �susYI� �25�

���IIuIIYIIAII�
�z

= − SII�km��IIYII − �wYw� − �wuwYw� �26�

This use of concentration equations ensures that the equations
properly conform to the mass equations presented earlier. This can
be seen by summing both sides of the equations, taking into ac-
count that the sum of mass fractions equals one, and utilizing the
dilute mixture simplification that is common in catalyst modeling
�35�. In specific, summation of the diffusing gas species concen-
tration difference terms is too low to affect the overall mass bal-
ance of the carrier gas: 
km��IYI−�sYs��0 and 
km��IIYII
−�wYw��0. This assumption will be checked later in this paper.

For the species equations through the wall, a transport-reactive
coupling is utilized by both Peters and co-workers �24,25� and
Haralampous and co-workers �11–13,23,34�. For simplicity, only
the formulation of Haralampous and co-workers �11–13,23,34� for
the soot layer is described here as follows:

ūw

�Ys

�y
− D

�

�y
� f

�Ys

�y
� = Ṡs,H04 �27�

In the above equation, the first term on the left-hand side accounts
for the convection of the species through the layer similar to all
wall models starting with Bissett and Shadman �17�. The second
term on the left-hand side accounts for diffusion through the layer.
It was found that since the flow velocity is very low through the
wall, diffusion of the species can be on the same order of magni-
tude. In fact, “back-diffusion” of NO2 from the wall into the soot
layer is prevalent and must be accounted for, especially in passive
regenerated DPFs. The right-hand side of the equation accounts
for PM oxidation and the effects of catalyzed walls or catalytic
additive assisted oxidation �see Refs. �11–13,23,34� for its func-
tional form�.

Taking these effects into account, the area-conserved formula-
tion of the species equation through the PM layer equals,

���susYsAs�
�y

+
���sAsYsVs�

�y
= AsṠs �28�

where the source term on the right-hand side accounts for the
addition or subtraction of gaseous species �such as O2, CO, NO,
etc.� from PM combustion. For example, later in this paper the
loss in oxygen from the species equation incorporated here is

equal to ṠO2
=−Sp�sYs,O2

kO2
. The second term on the left-hand

side incorporates a diffusion velocity of which the calculation will
be discussed in more depth below.

For the wall layer, the species equation will equal,

���wuwYwAw�
�y

+
���wAwYwVw�

�y
= 0 �29�

where future work will utilize the right-hand side to account for
deep bed PM oxidation and catalytic reactions as illustrated by the
documented history.

These equations are subject to the following constraint:



j=1

NM

Y j = 1 �30�

with the net species diffusion flux equal to zero,



j=1

NM

VjY j = 0 �31�

The full formulation of the diffusion velocity utilizing mixture-
averaged diffusion coefficients is described as �36,37�

V = −
D̂

X
� �X

�y
+

�X − Y�
p

�p

�y
� −

DT

�YT

�T

�y
�32�

Quite often the pressure derivative and temperature derivative
terms are neglected. While this is true for the temperature deriva-
tive based on the conclusions from the previous paper, the pres-
sure difference might be important. This is because the pressure
change from the inlet channel to the outlet channel can be signifi-
cant. Changing this equation from mole fraction to mass fraction
derivatives and assuming that the molecular weight change in the
y-direction is negligible �checked later� the diffusion velocity
equals,

V = −
D̂

Y� �Y

�y
+

WY

pŴ
� Ŵ

W
− 1� �p

�y� �33�

Note that if the pressure derivative term was omitted, incorpora-
tion into the PM and wall species equations would result in the
same formulation as that of Haralampous and co-workers
�11–13,23,34� but on a concentration instead of mass fraction
basis.

The diffusion velocity utilized here must take into account the
porosity of the wall because of its close proximity. As a result, the
effective diffusivity in the PM and wall can be calculated based on
the values for the Knudsen and bulk diffusivities along with the
tortuosity of the flow �38–42�.

1

D̂
=

1

�p
� �Kn

DKn
+

�b

Db
� �34�

The binary diffusion constants are computed as

Db =
1 − Y j


s�j

NM
Xj/Dsj

�35�

where the Knudsen and bulk tortuosities can be assumed to de-
pend only on the porosity,

�Kn =
9

8
−

1

2
ln �p + �13

9
−

9

8
��p

2/5 and �b = 1 −
1

2
ln �p

�36�

and the Knudsen diffusivity for each species is calculated as

DKn =
dp

3
�8RuTf

	W
�37�

2.5 Surface Particulate Mass Equation. When particulates
flow into a DPF, they first load within the wall layer where the
pores are small enough to capture the PM by interception via a
deep bed filtration. After the wall has filled, the particulate then
loads upon the surface in a growing cake layer. Previous efforts in
DPF modeling have described these two phases of storage
�14,33,43–45�, however for simplicity, only the cake layer is mod-
eled here with the deep bed filtration inclusion noted as future
work.

In the previous paper, an assumption of a constant mass fraction
of PM within the inlet channel was utilized as follows:

dYd

dz
= 0 �38�

With the added effects of mass transfer within the inlet channel
�Eq. �25��, this assumption may no longer be valid. However,
since this mass transfer is written as a function of a concentration
difference, a proper adaptation of this equation involves solving
for the flow of PM within the different layers similar to the spe-
cies equations. This would then allow for the calculation of the
PM concentration at the interface of the inlet channel and wall or
cake layer. For the purposes of this paper, this effect will be ne-
glected as the gaseous species equations are the current focus.
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This will be revisited in the future work involving deep bed fil-
tration. As a result, a PM mass flow rate per mesh interval to the
surface of inlet channel can be determined as a function of the
changing surface area.


 = �susSIYd �39�
The molar combustion reaction is often written including partial

oxidation factors �46–48�.

C�s� + �O2
O2 → 2��O2

− 0.5�CO2 + 2�1 − �O2
�CO

�0.55 � �O2
� 0.90� �40�

indicating incomplete combustion with carbon monoxide pro-
duced during the oxidation process. PM oxidation via O2 now
utilizes an average mass fraction of oxygen within the layer,
whereas before the mass fraction of oxygen was constant through-
out the entire DPF.

� = −
Sp�̂sŶs,O2

kO2
WC�s�

�O2
WO2

�d
�41�

In this equation, the Arrhenius reaction rate term is equal to kO2
=AO2

Tf exp�−EO2
/ �RuTf��.

While the local oxygen level does vary through the PM layer,
since the equation for PM mass per unit length on the surface is
written over the entire layer,

dmd

dt
= 
 − �md �42�

using the average oxygen concentration in the layer is the correct
approach. If the PM was discretized in the y-direction, then the
local oxygen concentration should be utilized. These average val-
ues are calculated by summing over the layer and then dividing by
the number of discretizations. The thickness of PM on the surface
is calculated from geometric principles from this mass �33�.

td =
1

2
�dm −�dm

2 −
md

�d
� �43�

Note that the mass on the surface may vary in each numerical cell,
but using the above equation normalized per length ensures that
the thickness remains consistent.

For the mass equation in the PM layer �Eq. �4��, the source term
stemming from PM oxidation has to be determined. Since the
mass added to the gas equals the mass of PM that has been com-
busted, over the entire layer this source term equals,

ṠC�s�
= −

Sp�̂sŶs,O2
kO2

WC�s�

�O2
WO2

�44�

In order to use it within the mass equation, it is split by the
number of discretizations in the soot layer.

Ṡmass =
ṠC�s�

Ns − 1
�45�

While not explicitly derived, the inclusion of soot oxidation via
the NO2 pathway follows similar to the O2 derivation presented.

For incorporation in the PM layer species equation �Eq. �28��,
the O2, CO, and CO2 reaction rate terms are equal to

ṠO2
= − Sp�̂sŶs,O2

kO2
�46�

ṠCO = −
2�1 − �O2

�WCO

�O2
WO2

ṠO2
�47�

ṠCO2
= −

2��O2
− 0.5�WCO2

�O2
WO2

ṠO2
�48�

The use of molar ratios via combustion reaction �Eq. �41�� and
molecular weights allows the proper conversion into grams of
species per unit volume and time.

2.6 Filter Energy Equation. The current version of the filter
energy equation can now be seen as variants of the following full
description �13,25,44,49�:

�� fcfVf + �dcdVd�
�Tf

�t
= Q̇cond + Q̇conv + Q̇wall + Q̇reac + Q̇supply

+ Q̇multi + Q̇rad �49�

where the effects of conduction �Q̇cond�, convection �Q̇conv�, en-

ergy flow �Q̇wall�, PM oxidation �Q̇reac�, active heating �Q̇supply�,
multidimensional effects �Q̇multi�, and radiation �Q̇rad� can be im-
portant. In this paper, the DPF modeled does not incorporate any
active heating and is simulated in one dimension ignoring the
effects of radiation. It is important to note that this equation sets
the time-step of the simulation when running transient tests be-
cause of the incorporated time-derivative.

Since the soot loading does not vary dramatically from node-
to-node in the axial direction, the heat transfer due to conduction
often removes this axial dependence.

Q̇cond = � fVf + dVd�
�2Tf

�z2 �50�

Because the gas in the inlet channel sees a different surface area
than the outlet channel, the model must account for these varying
areas in the heat transfer due to heat transfer and energy transfer
as follows:

Q̇conv = �Nc

2
��hgSI�TI − Ts� + hgSII�TII − Tw�� �51�

Q̇wall = �Nc

2
���sushISI − �wuwhwSII� �52�

Note that the heat transfer terms are now a function of the local
gas values at the interface of the soot and inlet channels and the
wall and outlet channels, respectively. In the previous papers ref-
erenced, the energy flow through the wall is often written as a
function of constant pressure specific heat times a temperature
difference, i.e., hI−hw=cp�TI−Tw�. Proper inclusion requires the
use of enthalpies because chemical species will have different
heats of formation and sensible components. The effect of this
difference will be shown later in this paper.

Finally, the contributions due to combustion are a function of
the soot oxidation as described in Sec. 2.5:

Q̇reac = − �Nc

2
��md�Hreac

�d
�ṠC�s�

�53�

where oxidation only occurs on half the number of total channels
and includes the heat of reaction, which is a function of the com-
bustion reaction modeled �Eq. �41��.

3 Boundary Conditions
At the interface between the inlet channel and PM layer, the

flow of species into the wall must be balanced by the flow of the
species leaving the inlet channel. In other words, the mass of each
species needs to be conserved.

Ċj	in = Ċj	out �54�

Following the methodology of Haralampous and co-workers
�11–13,23,34�, this balance of mass transfer, flow, and diffusion
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can be written utilizing the fact that the area is the same between
the inlet channel gas and the PM or porous wall.

km��IYI − �sYs� + �susYI = �susYs + �sVsYs �55�
Unlike the papers of Haralampous and co-workers

�11–13,23,34�, it is written on a concentration basis taking into
account local densities. This ensures that the mass of each species
is conserved instead of mass fraction; for example, �IYI,O2

equals
the mass of oxygen in the inlet channel. Because of the potential
for a different densities at the interface �y=0�, conserving mass
fractions would not necessarily conserve the mass of each species.
Incorporating the diffusion velocity of Eq. �33�, the differential of
mass fraction of the species can then be written at the following
interface:

 �Ys

�y


y=0

= −
km��IYI − �sYs� + �sus�YI − Ys�

�sD̂

−
WsYs

psŴ
� Ŵ

Ws
− 1� �ps

�y
�56�

This can be solved implicitly for the mass fractions at the inter-
face once Darcy’s law is used to replace the pressure derivative in
the last term on the right.

For the interface between the outlet channel and the wall, the
balance of mass transfer, flow, and diffusion equals,

�wuwYw + �wVwYw = − km��IIYII − �wYw� + �wuwYw �57�
Again by incorporating the diffusion velocity, the local derivative
of mass fraction at the interface equals

 �Yw

�y


y=tm+td

=
km

�wD̂
��IIYII − �wYw� −

WwYw

pwŴ
� Ŵ

Ww
− 1� �pw

�y

�58�
To calculate the mass fraction of species at the left wall of the

outlet channel, a method of characteristics �MOCs� analysis from
fluid dynamics needs to be completed. Since the velocity at the
wall is equal to zero, the mass fractions become a function of the
flow from the wall and the left running wave �u-a� from the
neighboring cell. From previous efforts �35,50�, the following
governing equation at the wall can be written:

 �YII

�t


z=0

= �4 �59�

To calculate the steady-state solution, the left-hand side of the
equation is set equal to zero with the following components:

�4 =
� j − YII�mass

�II
= 0 �60�

Note that all channel equations do not include time-derivatives
because these terms are relatively small in comparison to the con-
vective terms, often found in catalyst modeling �35,51�.

From the DPF governing equations, the terms in the above
equation are the following:

�mass =
�wuwSII

AII
�61�

� j =
SII

AII
�km��wYw − �IIYII� + �wuwYw� �62�

Hence, the mass fractions of chemical species at the wall equal,

YII = �wYw

km + uw

�IIkm + �wuw
�63�

In the case where the dilute mixture simplification is not included,
an additional term needs to be included, which equates to the sum
of the mass transfer term across all species.

4 Numerical Methods
For the inlet and outlet channels, there exists a differential-

algebraic system of equations. Similar to Bissett’s work, the nu-
merical code LSODI �52� can be used to solve for the resulting
thermodynamic properties. Since the species equations were not
included in that paper, they are solved here by expanding out the
derivative in Eq. �25�:

���IuIYIAI�
�z

= YI
���IuIAI�

�z
+ �IuIAI

�YI

�z
�64�

Since the first term on the right-hand side is just the governing
equation of mass, this can be substituted and the only derivative
that is left is for the mass fraction in the channel,

dYI

dz
= −

SIkm��IYI − �sYs�
�IuIAI

�65�

This, and similarly the outlet channel mass fractions, can then be
included in the LSODI solver along with the other derivatives. It is
interesting to note that if mass transfer to the surface is not im-
portant, the original mass fraction equation of Bissett �Eq. �14�� is
recovered.

In the PM and wall layers, the need for computational speed
required a numerical approximation. This is because solving the
compressible version of the governing equations through these
layers proved too tedious a numerical task. Using a linear density
approximation in the last paper significantly decreased the com-
putational time. In addition, because the temperature is nearly
uniform in the PM and wall layers, this also simulated compress-
ibility since the density change varied directly with the pressure
drop. To solve for the species equations in the PM and wall layers,
a variable differentiation formulation is utilized similar to the pre-
vious efforts for the energy equation.

Taking the PM species equation �Eq. �28�� and expanding the
derivative terms on the left-hand side while incorporating the
mass equation through the layer, the governing equation becomes,

�sAs

��YsVs�
�y

+ YsVs�As

��s

�y
+ �s

�As

�y
� + �susAs

�Ys

�y

= As�Ṡs − YsṠmass� �66�

In this equation, the diffusion velocity in Eq. �33� can be utilized

Table 1 Parameters used for diffusion velocity comparison of
Fig. 2

Variable Value

EX-80 permeability 2�10−13 m2

Channel diameter 2.11 mm
Wall thickness 0.432 mm
Cell density 100 cells in.−2

Pore diameter 12 �m
Substrate specific heat 600 J kg−1 K−1

Inlet pressure 1.0119 bars
Inlet mole fraction N2 0.82
Initial loading 4 g l−1

EX-80 Forscheimer 5�108 m−1

Channel length 12 in.
DPF diameter 5.66 in.
Substrate density �53� 1300 kg m−3

Substrate thermal conductivity 0.5 W m−1 K−1

Porosity 50%
Inlet temperature 1000 K
Inlet mole fraction O2 0.18
Inlet mass flow rate 0.03 kg s−1
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as follows:

YsVs = − D̂� �Ys

�y
+

WsYs

psŴ
� Ŵ

Ws
− 1� �ps

�y � �67�

along with its derivative,

��YsVs�
�y

= − D̂� �2Ys

�y2 −
�Ws

Ŵ�dps
2
� Ŵ

Ws
− 1��ps�Ys

�us

�y
+ us

�Ys

�y
�

− usYs

�ps

�y
�� �68�

Note that Forscheimer’s effect has not been included in the de-

Fig. 2 Comparison of the different diffusion options
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rivative; however, it is often neglected in DPF modeling. Variable
differentiation, where adjustments are made to the finite difference
expansions, was then utilized for all of the derivatives in this
equation to account for the fact that the wall thickness is going to
be different than the PM thickness when the same number of
computed divisions for each layer are utilized ��yw��ys�. The
use of variable differentiation was presented in the previous paper
along with the solution of all other differential equations given in
this paper.

5 Results
As illustrated in Sec. 4, the inclusion of the pressure derivative

in the diffusion velocity creates a higher level of numerical com-
plexity. Since the flow velocity in the wall is based on the pressure
difference between the inlet and outlet channels, it seems relevant
that this extra term is required to more accurately model the dif-
fusion of the chemical species. However, in order to determine
whether or not this intricacy is justified, two simulation tests were
accomplished.

The first test examined the effect of the oxygen level leaving
the DPF through the myriad of different diffusion options. A mod-
erately loaded DPF was utilized along with a reasonable flow rate
through the DPF as documented in Table 1. Figure 2 shows the
effects of this numerical test when running �a� without diffusion,
�b� using one average binary diffusion constant as a numerical

simplification, �c� using individual diffusion constants, and �d�
using individual diffusion constants along with the dp /dy effect. It
was found that the influence of diffusion in the layer had a large
impact as previously documented in the literature. When the pres-
sure derivative was included, the outlet oxygen percentage
changed notably. Looking at the absolute numbers for the diffu-
sion velocity demonstrated that the pressure derivative term had
around 5% effect on this value.

Regarding the pressure difference effect, earlier in the paper it
was assumed that the molecular weight change in the y-direction
is negligible. This was accomplished to reduce some complexity
in the calculation of the diffusion velocity when this effect is
included. To validate this assumption, the molecular weight was
plotted in Fig. 3 for both the PM and wall layers. It was found that
the maximum change in molecular weight from entrance to exit is
only on the order of 0.3%. This stems from the fact that diffusion
uniformly disperses the species in the y-direction.

Fig. 3 Contour plot of molecular weight through PM and wall
layer „dp /dy diffusion option modeled.

Fig. 4 Oxidation and cool down test simulated using the different diffusion velocity options

Fig. 5 Exit oxygen mole fraction comparing three different dif-
fusion velocity options
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The second test utilized the same oxidation and cool down tests
presented in the last paper to give a more realistic impact of this
term. All four options were again utilized and the pre-exponential
in Eq. �42� calibrated to give the experimentally found 55% con-
version of PM on the surface for each option. In Fig. 4, the results
show that including diffusion has a significant impact on the tem-
perature profile, again validating what is already known in the
literature. When each diffusion version was calibrated, little dif-
ference can be seen between all of the options in the resultant
temperature and PM profiles. However, a noticeable difference is
observed in the oxygen mole fractions exiting the DPF as shown
in Fig. 5. While the impact via O2 oxidation does not appear to be
that large for regeneration, in the case of a passively-regenerated
DPF using NO2 or a catalyzed DPF, the differences in species
concentrations could have a significant influence in the modeling
results leading to altered regeneration strategies. A final simula-
tion was accomplished to see what error would result when using

the pre-exponential for the individual diffusion constants with the
version including the pressure difference effect. In Fig. 6, only a
small difference in the final PM level on the surface is found again
indicating that the impact on O2 oxidation may be negligible
given the additional complexity required.

Previous DPF modeling efforts often neglect the heats of for-
mation and sensible enthalpy components of the chemical species
within the energy equations by modeling an enthalpy difference as
the constant pressure specific heat times a temperature difference
for Eq. �53�. Figure 7 demonstrates the effect of this assumption
on the same cool down and oxidation tests. Both the temperature
and PM profiles show a disparity with the final conversion of PM
under predicted by 3% versus the enthalpy difference case.

In order to balance the concentration equations with the gov-
erning equation of mass, an additional term is required in the mass
equations accounting for the summation of all mass transfer terms
in Eqs. �25� and �26�. This term is often assumed to be negligible

Fig. 6 Utilizing individual diffusion constant calibrated pre-exponential with dp /dy version

Fig. 7 Comparing the use of cp„�T… for enthalpy with actual enthalpy in energy equations „dp /dy diffusion option
modeled…
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in catalyst modeling via a dilute mixture simplification; however,
since each channel is an open system, this assumption may be
erroneous. In Fig. 8, this is indeed found to be the case when the
dilute mixture simplification is not utilized. The maximum tem-
perature differs by approximately 50 K and the final soot thick-
ness differs in a non-negligible amount. This disparity relates to
the omitted change in density leading to the overall mass flow rate
leaving the DPF differing by up to 6.5%, as shown in Fig. 9. Since
the mass transfer term is on the same order as the convective
velocity to the surface, even a small difference between the mass
fractions is enough to impact the oxidation event.

6 Conclusions
This paper enhances an earlier paper by including the concen-

tration equations of motion into the area-conserved one-
dimensional based diesel particulate filter model. A brief historical
review of the species equations was presented to illustrate how
this model differs with respect to the governing equations. In ad-

dition, a succinct recap of the channel and wall model species
equations was presented to illustrate how the models were merged
via this particular equation.

The diffusion constants were modified to include the close
proximity of the wall and it was found that expanding the diffu-
sion velocity to take into account the pressure difference through
the layers changed the oxygen concentration leaving the DPF.
However, this did not have a large effect on an actual oxygen
regeneration event with only a small difference in final soot load-
ing indicated. This component may need to be considered for NO2
passively-regenerated events where small changes in NO2 could
have a relatively important impact on the amount of soot oxidized
and the regeneration strategy employed.

The model formulation illustrated that a common assumption to
make for an enthalpy difference is the use of constant pressure
specific heat times a temperature difference. Because of the dif-
ferent heats of formation and sensible enthalpies associated with
the chemical species, this assumption was reviewed and indicated
to have some error. Finally, the commonly accepted dilute mixture
simplification involving the mass transfer coefficients in the con-
centration equations may need to be included because of the error
involved with the open system architecture of the model.

In the papers presented by the author, a number of assumptions
with respect to the original model formulation by Bissett and cur-
rent DPF modeling papers have been checked. While analyzing
each assumption has led to small differences in results, the accu-
mulation of ignoring all these effects together may lead to a more
significant error in the model predictions. In specific, not includ-
ing area-conservation, ignoring the pressure effect on diffusion,
using constant pressure times a temperature difference and assum-
ing a dilute mixture may lead to an associated error in the model.
However, as the results in the paper show, none of these changes
led to an order of magnitude difference in temperature that is
required to match the experimental data. Hence, further expansion
of the model to two and three dimensions as others have accom-
plished is most likely required to achieve these gains. Through the
previous paper and this document, this expansion can now be
accomplished understanding the impact of some widely held as-
sumptions prevalent throughout the history of DPF modeling.

Nomenclature
A � cross-sectional area �m2�
A � pre-exponential �m K−1 s−1�

Fig. 8 Comparing the use of dilute mixture simplification „dp /dy diffusion option modeled…

Fig. 9 Difference in the exit mass flow rates between different
dilute mixture simplification options
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AO2 � pre-exponential in O2 Arrhenius rate law
�m K−1 s−1�

As � cross-sectional area in soot layer per unit
length �m�

Aw � cross-sectional area in wall layer per unit
length �m�

c � specific heat �J kg−1 K−1�
Ċ � concentration flow rate �kg m−2 s−1�
cp � constant pressure specific heat of gas

�J kg−1 K−1�
d � effective diameter �m�

dm � channel diameter �m�
dp � pore diameter �m�
D � diffusion vector �m2 s−1�
D̂ � mixture-averaged diffusion vector �m2 s−1�

DT � thermal diffusion vector �m2 s−1�
Ea � activation energy �kJ mol−1�

EO2 � activation energy in O2 Arrhenius rate law
�kJ mol−1�

f � geometry factor �11–13,23,34�
F � friction factor of Bissett �28.454�
h � specific enthalpy �J kg−1�

hg � convective heat transfer coefficient in the chan-
nels �W m−2 K−1�

k � rate constant �m s−1�
km � mass transfer coefficient �m s−1�
m � mass �kg�

Nc � total number of channels
Ns � number of discretizations in the soot layer
p � pressure �Pa�

Q̇cond � energy conduction within the wall �W m−1�
Q̇conv � energy convection due to gas in channels

�W m−1�
Q̇multi � energy conduction due to multidimensional

effects �W m−1�
Q̇rad � radiation energy within filter channels �W m−1�

Q̇reac � energy exotherm/endotherm due to soot/wall
reactions �W m−1�

Q̇supply � active energy supply to wall �W m−1�
Q̇wall � energy flow through the wall �W m−1�

Ṙ � catalytic reaction vector �mol m−3 s−1�
Ru � universal gas constant �8.3145� �J mol−1 K−1�
S � surface area per unit length �m�

ṠC�s� � overall soot combustion rate �kg C�s� m−3 s−1�

Ṡmass � discretized soot combustion rate
�kg C�s� m−3 s−1�

ṠCO � carbon monoxide generation rate
�kg CO m−3 s−1�

ṠCO2 � carbon dioxide generation rate
�kg CO2 m−3 s−1�

ṠO2 � oxygen combustion rate �kg O2 m−3 s−1�
Sp � specific surface area of soot �5.5�107� �m−1�

t � time �s�
td � soot thickness �m�
tm � filter wall thickness �m�
T � temperature �K�
u � velocity �m s−1�
ū � average velocity in soot and wall layer �m s−1�
V � volume per axial length �m2�
V � diffusion velocity vector �m s−1�

W � molecular weight �g mol−1�
Ŵ � mixture molecular weight �g mol−1�
X � mole fractions
y � soot and wall �normal� distance �m�
Y � mass fractions

Y3 � mass fraction array �24,25�
z � channel �axial� distance �m�
Z � right-hand side components in MOC format

Greek Variables
�NO2 � NO2 partial oxidation factor

�O2 � O2 partial oxidation factor
� � Forscheimer inertial coefficient �m−1�
� � inverse of soot combustion time scale �s−1�

�4 � source term in the method of characteristics
�Hreac � heat of reaction �kJ mol−1�

�p � porosity �%�
K � Darcy’s law permeability �m2�
 � thermal conductivity �W m−1 K−1�
� � dynamic viscosity �kg m−1 s−1�
� � soot accumulation angle �deg�
� � density �kg m−3�

 � mass flow rate of soot to the surface per mesh

interval �kg C�s� m−1 s−1�
� � tortuosity

Subscript and Sub-Subscript
b � bulk

C�s� � solid carbon, particulate, or soot
d � soot layer �solid�
f � filter
i � axial index number
I � inlet channel

II � outlet channel
j � species and normal index numbers

Kn � Knudsen
NM � total number of species
N2 � nitrogen

NO2 � nitrogen dioxide
O2 � oxygen

s � soot layer �gas�
w � wall
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An Experimental and Numerical
Investigation of Spark Ignition
Engine Operation on H2, CO, CH4,
and Their Mixtures
The knock and combustion characteristics of CO, H2, CH4, and their mixtures were
determined experimentally in a variable compression ratio spark ignition (SI) coopera-
tive fuel research (CFR) engine. The significant effects of gaseous fuel mixtures contain-
ing H2 in enhancing the combustion and oxidation process of CH4 were examined. The
unique combustion characteristics of CO in dry air and its distinct performance in mix-
tures with H-containing fuels were investigated. The addition of a simulated synthesis gas
�2H2�CO� to CH4 was found to enhance the combustion process of the resulting mixture
and lowers its knock resistance. The effectiveness of such an addition is slightly weaker
than that of a comparable H2 addition but much stronger than that with CO addition
only. A predictive model with detailed kinetic chemistry was used successfully to simulate
SI engine operation fuelled with CH4, H2, CO, and their mixtures. The predicted engine
performance and knock limits of CH4, H2, CO, and their mixtures agree well with ex-
perimental data with the exception around pure CO operation in dry air with the pres-
ence of small amounts of CH4 or H2. A remedial approach to improve the prediction of
the knock limits of fuel mixtures containing mainly CO with a small amount of
H-containing fuels such as H2 and CH4 was proposed and discussed.
�DOI: 10.1115/1.3155795�

1 Introduction
Hydrogen has long been recognized as an energy carrier having

some unique and highly desirable combustion properties for ap-
plications in spark ignition �SI� engines, such as a wide flammable
mixture range, low ignition energy, and very fast flame propaga-
tion rates �1�. These attractive features make it possible to operate
conventional SI engines on very lean mixtures so as to achieve
both high power production efficiency and low oxide of nitrogen
�NOx� emissions �1,2�. Negligible amounts of carbon monoxide
�CO�, carbon dioxide �CO2�, and unburned hydrocarbon �UHC�
are produced from the oxidation of the lubricating oil �3,4�. When
used in SI engines for power production, H2 can be burned either
as a sole fuel or supplement to relatively slow burning fuels, noted
as H2-enrichment. The latter approach has been demonstrated to
be very effective in accelerating the flame propagation rates, ex-
tending the lean operational limits and enhancing the combustion
stability in the presence of heavy exhaust gas recirculation �EGR�
or for extremely lean mixture operation �5–7�.

The application of H2 in the transportation sector, although it
has been claimed and demonstrated to be attractive, remains lim-
ited by some lingering obstacles. These include its mass produc-
tion economically, the lack of infrastructure for its transportation
and distribution, concerns for safety issues, its tendency to en-
counter knocking operation in SI engines at high loads, the occur-
rence of backfire, and the inconvenience of its storage on-board
�1,2,8–11�. As a compromise, there is an increasing interest in
recent years to produce on-board gaseous fuel mixtures containing
H2 in the presence of a variety of concentrations of CO, CO2,

H2O, and N2 such as those produced through the partial oxidation
or steam reforming of hydrocarbon fuels notably natural gas,
gasoline, and diesel fuels �12–14�. These H2-rich gaseous mix-
tures have features reflecting the desirable combustion properties
of H2 in SI engine applications such as fast flame propagation
rates combined with wide lean operational mixture region
�12–17�. This would make it possible to operate SI engines with
traditional fuels under either ultra lean or with a high level of
EGR to enhance the combustion process and reduce exhaust emis-
sions of NOx by allowing extremely lean operation. For example,
Andreatta and Dibble �16� and Bromberg et al. �17� examined the
performance of a SI engine operated on a mixture of natural gas
and its reforming products prepared by plasmatration with the aim
of improving engine performance. Allenby et al. �18� examined
the potential of maintaining combustion stability in a natural gas
fuelled engine with EGR through adding reformed gases. Quader
et al. �19� examined the effects of reformed gases supplement on
SI gasoline engine performance when operated at around the lean
operational limits. These researches demonstrated the desirable
features of reformed gases in enhancing flame propagation rates,
improving power production efficiency, reducing UHC emissions
under lean mixture operation and extending the lean operational
limit. Recently, the production of H2-rich gases has been proposed
through exhaust gas reforming and partial oxidation technology
aiming to improve either performance of internal combustion �IC�
engines, the operation of after-treatment devices or the regenera-
tion of diesel particulate matter �PM� filter �20–23�. The applica-
tion of reformed EGR was shown to improve the performance of
lean mixture SI engine operation �24�. Plus, gas reforming tech-
nology has also been used to improve the cold start performance
of SI engines. For example, Isherwood et al. �25� investigated the
cold start performance of a SI engine fueled with partially re-
formed gases. Improved cold start capability was reported while
the time averaged UHC and CO emissions were significantly re-
duced. More recently, gas reforming technologies have been also

1Corresponding author.
Contributed by the Internal Combustion Engine Division of ASME for publication

in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received
January 16, 2009; final manuscript received April 6, 2009; published online
November 30, 2009. Review conducted by Dilip R. Ballal. Paper presented at the
ASME Internal Combustion Engine Division 2004 Fall Technical Conference
�ICEF2004�, Long Beach, CA, October 24–27, 2004.

Journal of Engineering for Gas Turbines and Power MARCH 2010, Vol. 132 / 032804-1
Copyright © 2010 by ASME

Downloaded 02 Jun 2010 to 171.66.16.96. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



used to modify the combustion phasing of homogeneous charge
compression ignition �HCCI� engine and extend its operational
region �26�.

Although the minimum energy needed to ignite H2-air mixtures
is the lowest among fuels suitable for SI engine application, the
auto-ignition temperature of H2 is higher than most of the fuels
examined, which would imply a high resistance to knock. Some
researchers even suggested that the addition of H2 to gasoline will
enhance the knock-resisting property of the resulting mixture �27�.
However, others indicated that H2 has a higher tendency to knock
than most SI engine fuels �28,29� and has been used as a primary
low knock-resisting reference fuel in the empirical “Methane
Number” �30,31�. This is due mainly to the fast flame propagation
rate of H2-air mixtures, which makes it easier for the unburned
mixtures to reach higher temperatures beyond those needed for
auto-ignition �32�. The application of H2 as SI engine fuel also has
been highlighted for its wide flammable mixture range, which
makes it possible to run SI engine at extremely lean mixtures to
achieve high power production efficiency and negligible NOx
emissions. This raises also the issue that the onset of knock may
still be encountered at very lean mixtures, which is usually not a
concern with other fuels such as gasoline or natural gas
�28,29,32�. Accordingly, a fuel mixture containing a large amount
of H2 produced on-board can support a fast-propagating flame but
also raises concern about the onset of knock that accompanies H2
applications in SI engines. Relatively limited research was con-
ducted to address this issue of H2-rich gaseous fuels. For example,
Anthonissen and Wallace �33� examined the knock-free operation
region of a simulated H2-rich synthesis gases �2H2+CO� for dif-
ferent equivalence and compression ratios �CRs�. Experimental
data demonstrated that a compression ratio of up to 10:1 can be
used without encountering knock at equivalence ratios �ERs� over
0.7 while employing significantly retarded spark timing �e.g.,
10°CA after top dead center �ATDC��, well beyond that required
for maximum brake torque. It is expected that the compression
ratio for knock-free operation will be limited to a much lower
value if operated with spark timing around that optimized to ob-
tain maximum brake torque. However, the detailed knock charac-
teristics with changes in fuel composition and engine operating
conditions were not reported.

With the increasing interest to produce H2-rich gaseous fuels
on-board to be mixed with traditional fuels, much of the research
work about supplementing SI engines with H2-rich gases focused
mainly on the examination of engine performance and exhaust
emissions under relatively limited operating conditions
�16–19,34�. In comparison, the detailed examination of the corre-
sponding combustion and knock characteristics when mixed with
traditional fuels appears not to have been reported. It should be
noted that the knock characteristics of fuel mixtures involving
freshly produced H2-rich gases tend to be more complex than
other commercial fuels stored on-board. This is due to their spe-
cific physical and chemical features of the gaseous fuel mixtures
produced on-board. For example, their temperature and composi-
tion can vary widely with the extent of partial oxidation or the
reforming processes, which depends to a large extent on the op-
erating conditions such as exhaust temperature, O2 concentration,
and the availability of H2O for water-shift reactions aiming to
produce more H2. Also, the presence of N2, CO2, or H2O in the
H2-rich gases will act as selective EGR and lower the tendency of
the resulting fuel mixtures to knock �35,36�. These make it both
unwieldy and impractical to examine the knock characteristics of
these fuel mixtures entirely through experimentation. It is needed
to develop a suitable numerical model capable of predicting the
combustion and knock characteristics of fuel mixtures containing
H2-rich gases. The validated model can be used then to explore
the combustion and knock characteristics under a wider range of
operating conditions and fuel compositions, and targeting those
that have not been measured previously. There are at present suf-
ficiently reliable approaches for modeling the combustion of com-

mon gaseous fuels such as CH4, H2, C2H6, C3H8, and their mix-
tures in SI. engine applications 32, 37, and 38�. The extension of
the previous modeling approach to a broader area of application to
include H2-rich fuel mixtures requires experimental data such as
those of the combustion duration, heat release process, and knock
limits so as to provide an extended basis for the development of
the model and its validation �39�.

This paper presents the results of the experimental and analyti-
cal examination of the combustion and knock characteristics of
H2, CO, and CH4 and their mixtures in SI engines. Extensive
experiments were conducted to examine the effect of changes in
fuel composition and operating conditions on SI engine operation.
The operating parameters examined included engine performance,
combustion process development and stability, and knock limits
and exhaust emissions. The data obtained should contribute to-
ward improving the knowledge of the behavior and suitability of
these increasingly important fuels in SI engine applications and
providing also an extended basis to support model development
and its validation.

A two-zone quasidimensional model developed earlier �37,38�
for CH4 and H2 operations was extended to consider also the
operation on H2, CO, and their mixtures with CH4. The modifica-
tion to the model included the incorporation of experimentally
derived correlations for the combustion duration values with
changes in fuel composition and engine operating conditions. The
oxidation reactions of these fuel mixtures in air were simulated by
employing a suitably detailed chemical kinetic scheme. It is to be
shown that the model can predict successfully the performance,
combustion, and the onset of knock in SI engines fueled with
mixtures containing H2-rich gaseous fuels produced on-board.
Predicted results agreed well with experimental data obtained.

2 Experimental Setup and Operational Procedure
A single cylinder four stroke spark ignition CFR engine of

82.6 mm bore and 114 mm stroke was used while operating un-
throttled under local atmospheric pressure �about 88 kPa�. The
engine is of variable compression ratio �from 4:1 to 16:1� and
spark timing �up to 40°CA before and after top dead center�. The
engine was maintained at a constant speed of 900 rpm. The induc-
tion system was modified to permit the simultaneous admission of
multifuels supplied from a set of high-pressure gaseous fuel tanks
and metered individually using a series of precalibrated choked
nozzles. The simulated gaseous fuel mixture, which was mixed
on-site by precisely controlling the flow rate of each individual
fuel component, was introduced into the intake manifold to mix
with air just before entry into the cylinder. The flow rate of the air
was determined using a laminar flow air meter of low pressure
drop. The intake air whenever required could be dried with silica
gel to remove moisture and heated electrically to the required
temperature. The in-cylinder pressure was measured using a high
frequency-response water-cooled piezoelectric type transducer
that was mounted flush with the pan-shaped cylinder head. The
pressure-time variation was recorded with a data acquisition sys-
tem and stored in a computer for subsequent analysis.

A number of approaches have been proposed and demonstrated
to be effective in detecting the onset of knock. In the present
work, it was determined by a combination of the appearance of
the characteristic oscillations on the cylinder pressure trace to-
gether with the detection of the specific level of the occasional
audible noise related to knocking. The “knock limit” in this con-
tribution is defined in terms of the equivalence ratio when border-
line knock was observed at the specified operating condition. Dur-
ing the knock rating tests carried out, the engine was operated
gradually from lean toward stoichiometric mixture until the onset
of knock was observed while other parameters were kept constant.
In this research, the engine was considered as operating regularly
if the onset of knock did not develop for at least a period of 5 min.

To determine the knock characteristics, the equivalence ratio
was varied gradually from lean toward stoichiometric until the
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onset of knock was first encountered, while all other operating
parameters were kept constant. Throughout, the spark timing was
varied with compression ratio according to the relationship shown
in Fig. 1, which was employed previously for the knock rating of
gaseous fuels and follows a similar ASTM approach �28�. The
variations of the knock limited equivalence ratio with changes in
fuel composition were determined at a compression ratio of 12:1
and intake temperature of 38°C for fixed spark timing of 12°CA
before top dead center �BTDC�. This operating condition was
used for the comparison of the different fuel. The observed knock
limited equivalence ratio remained relatively far from the ignition-
failure limits, permitting a relatively wide knock-free operational
region. This allowed stable operation and helped to evaluate the
knock limits for a wide range of fuel mixtures. The employment
of too high compression ratios may result in a very narrow opera-
tional range where the engine will either misfire or encounter
serious knocking with minor fluctuation in engine operating con-
ditions. The knock limits obtained then will be close to those of
the misfire limits, which usually show much weaker variation
compared with that of the knock limits �28,40�. In comparison,
operation under too low compression ratios may make it impos-
sible to obtain SI knock for some fuel mixtures having a relatively
high knock-resisting property.

The combustion duration were determined through analysis of
the instantaneous temporal variation of the apparent polytropic
index of the pressure-volume record during compression, combus-
tion, and expansion processes, as described by Bade Shrestha and
Karim �39�. For any operating conditions, the start of combustion
is associated with an apparent detectable increase in the effective
polytropic index calculated from the variation of in-cylinder pres-
sure with the change in volume. In comparison, the end of the
combustion process is associated with the first apparent occasion
when the effective polytropic index approaches a relatively con-
stant value associated with that of the expansion. Hence, the com-
bustion duration is defined as the period in crank angles beginning
with the start of combustion to that of the end of combustion.

The commercial CH4 employed was a pipeline natural gas that
had the following average volumetric composition: 93.07%CH4,
5.74%C2H6, 0.16%CO2, and 1.03%N2. The purity of iso-octane,
CO, and H2 used were 99.9%, 99.9%, and 99.5%, by volume,
respectively.

3 Numerical Simulation Model Development
A two-zone quasidimensional model was employed to predict

the performance of SI gas engines including the onset of knock
and estimating its intensity whenever it occurs �32,36–38�. The
homogeneous charge of the cylinder is assumed at any instant
during turbulent flame propagation combustion to be divided into
two zones of burned products and unburned reactants that include
the end gas region. The intake stroke is simulated while account-
ing for the presence of residual gases and the charging efficiency.
The simulation for the compression stroke is based on the state of

the mixture at the end of the intake stroke. Changes in the un-
burned reactants are evaluated up to the time of spark ignition
while accounting for heat transfer between the bulk fuel-air mix-
ture and surrounding walls �41�. An appropriate combustion en-
ergy release pattern developed from experimental evaluation of
the fuels combustion behavior over the entire combustion period
is employed to simulate the combustion and the corresponding
energy release processes after ignition. The composition of the
burned products following flame propagation is calculated while
accounting for thermodynamic dissociation effects. Changes in
the unburned reactants before being consumed by the propagating
flame are evaluated using detailed chemical kinetics at the tran-
sient temperature and pressure while considering the compression
of the piston and propagating flame front with the assumption of
uniform pressure through the burned and unburned zones.

Combustion duration of fuel mixtures. The value of the com-
bustion duration is a measure of the inverse of the flame propa-
gation rate. It was shown by Bade Shrestha and Karim �39� that
the values of combustion duration of a fuel mixture in the absence
of direct experimental data could be estimated adequately by as-
suming that the individual components contribute to the total
combustion duration according to their molar fraction and corre-
sponding combustion duration as fuels on their own when ob-
served under the same operating conditions. The assumption can
be expressed as

1

��c,m
=

y1

��c,1
+

y2

��c,2
+ ¯ +

yi

��c,i
+ ¯ �1�

where ��c,m is the combustion duration for the fuel mixture, yi is
the molar fraction for the ith component in the fuel mixture, and
��c,i is the corresponding combustion duration when operating
with the ith fuel component on its own under the same operating
conditions.

This approach has been successfully applied to predict the per-
formance of SI engine operated on fuel mixtures of CH4 and H2
�37,38�.

Knock model. Knock in SI engines is due to the auto-ignition of
the end gases before being consumed fully by the propagating
turbulent flame originated from the spark plug region. In order to
monitor the likelihood of the onset of knock, the reactivity of the
unburned end gas region of the charge must be evaluated through-
out the compression and combustion processes while employing
sufficiently detailed description of the reaction kinetics of the
charge made up of the fuel, intake air, residual gas, and the ex-
haust gas recirculated if applicable. The kinetic scheme to be em-
ployed must describe the pre-ignition and oxidation reactions of
common gaseous fuels such as CH4, H2, CO, and their mixtures at
conditions relevant to those normally encountered in SI engines
that involve lean to stoichiometric mixtures and relatively high
temperature and pressures. The presence of other fuels such as
C3H8 and C2H6 can also be accounted for. The scheme employed
in this contribution consisted of 155 elementary reaction steps and
involved 38 chemical species �37,38�.

The net rates of formation and consumption of each species of
the reactive end gas charge are calculated at every instant of time
to examine the energy released by these oxidation reactions within
the end gas region ahead of the propagating flame. The prediction
of the onset of knock is based on establishing whether auto-
ignition is to take place or not within the end gas region during the
flame propagation period �37�. A knock parameter Kn is defined as
the calculated temporally-varying pre-ignition energy release
within the diminishing end gas mass resulting from preflame-front
oxidation reactions per unit of the instantaneous cylinder volume.
This energy release is normalized relative to the corresponding
total amount of energy to be released through normal flame propa-
gation per unit of cylinder swept volume. This dimensionless
function represents also the total increase in-cylinder pressure due
to the contribution of the preflame oxidation reaction activity of
the instantaneous mass of the end gas relative to the mean effec-

Fig. 1 Variation of spark timing employed with changes in
compression ratio
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tive combustion pressure. Accordingly, the value of Kn is an inte-
grated function of the normalized energetic consequences of any
preflame-front oxidation energy release of the diminishing end
gas. The knock criterion at any crank angle during flame propa-
gation can be shown to approximate to the following equation:

Kn =
hsp − ht

�ho
�

mu,t

mo
� �CR − 1� �2�

where hsp and ht are the specific enthalpy of the unburned end gas
at spark passage and instant time t, respectively, �ho is the effec-
tive heating value of the fresh charge, mu,t is the corresponding
remaining mass of the end gas at the instant time t, and mo is the
mass of the initial fresh charge. This modeling approach, which
requires detailed chemical kinetics calculations to evaluate ht, was
shown to be capable of predicting the onset of knock in SI engines
operated on CH4–H2 mixture �37,38�. It was further shown that
for improved prediction with H2, the energy release may be nor-
malized relative to that of the stoichiometric mixture while the
combustion duration normalized relative to that commonly ob-
served for common fuel gases such as CH4 �32,42�. This is nec-
essary since knock with hydrogen can occur over a very wide
range of equivalence ratios well beyond those of the common SI
engine fuels that is usually encountered in the neighborhood of the
stoichiometric value.

In an engine cycle simulation, changes with time of the values
of key variables such as mixture composition, pressure, and tem-
perature for the two zones of the cylinder charge are calculated to
yield the instantaneous change in the value of the corresponding
Kn of the unburned zone. Should this sequence of calculations find
that up to the end of the combustion period the value of Kn never
exceeded a critical value of around 1.0, then the cycle is consid-
ered to be knock-free. On the other hand, if this is reached before
the entire mixture is burned by the propagating flame, then knock
is considered to take place shortly after this instant. A more de-
tailed description of the basis for this approach can be found else-
where �37–39,42�

4 Results and Discussion
The knock limits of pure dry CO, H2, CH4, iso-octane, and

premium gasoline ��MON+RON� /2=92� were determined ex-
perimentally over a wide range of compression ratios. As shown
in Fig. 2, both CH4 and pure CO in dry air have superior knock-
resisting qualities compared with gasoline and iso-octane, the
common liquid fuel that is considered to have excellent knock-
resisting qualities. In comparison, H2 has a lower resistance to

knock compared with the other fuels examined with knocking
observed at the compression ratio of 6:1. It is also found that pure
CO in dry air has superior knock-resisting qualities to CH4, which
is normally considered to have an excellent resistance to knock
among the hydrocarbon fuels usually employed in SI engines.
This is mainly due to the exceedingly slow oxidation reactions of
pure CO in dry air �43,44�. However, it can be seen that a mixture
of CO and CH4 in the volumetric ratio of 1:1 has significantly
lower knock-resisting properties than either of the two component
fuels on their own, under the same operating conditions. This is
inconsistent with the general knock limit variation trend of the
common gaseous fuel mixtures where the knock limits of a binary
fuel mixture are normally somewhere between those of its indi-
vidual components �28,29�.

The variation of the experimentally derived knock limits with
composition of the binary fuel mixtures of CO and CH4 at the
specified set of operating conditions are shown in Fig. 3. It can be
seen that the addition of a very small amount of CH4 ��5%� to
CO burned in dry air can dramatically reduce the knock limited
equivalence ratios of the resulting mixtures. The superior knock
resistance of CO on its own in dry air becomes much lowered in
the presence of CH4. This is due to the H-containing species en-
hancing the oxidation reactions of CO with O2 by providing
H-bearing radicals such as HO2, H, and especially OH during
their own oxidation reactions with oxygen �43–45�, which accel-
erate the oxidation reaction rates of CO in dry air and correspond-
ingly lowering its resistance to knock. The superior knock resis-
tance of CO on its own in dry air becomes much lowered in the
presence of a relatively small amount of CH4, a fuel having
slightly weaker knock-resisting properties compared with CO as
shown in Fig. 2. With the further increase in the proportion of
CH4 beyond that with the lowest knock limit, the knock limited
equivalence ratio increases and gradually approach the knock
limit of CH4 when only CH4 is supplied. The knock-resisting
property of CO and CH4 mixtures is lower than those of both fuel
components on their own as shown in Fig. 3. This is not consistent
to well accepted knock resistance properties of fuel mixtures �29�.

Carbon monoxide is commonly present with H2 in synthesis
gases. The dramatic lowering of the knock limits of CO through
the presence of some hydrogen is also shown in Fig. 3. A small
amount ��5%� of H2 addition to CO reduces greatly the knock-
resisting properties of the resulting fuel mixture. Further increases
in the concentration of H2 in the binary fuel mixtures will con-
tinue to increase gradually the tendency to knock. Despite the
significant differences in their corresponding flame propagation
rates and knock-resisting properties, the addition of a small
amount of H2 and CH4 shows similar effects in reducing the

Fig. 2 Variation of the knock limited equivalence ratios with
changes in compression ratio while operating on gasoline „Oc-
tane No. 92…, iso-octane, CO, CH4, and their mixtures
„50%CH4+50%CO…, Tin=38°C, spark timing as in Fig. 1

Fig. 3 Variation of the knock limited equivalence ratio with
changes in composition of the corresponding binary fuel mix-
tures of CO with CH4, H2, or H2O
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knock limits of the resulting mixture with CO. This indicates that
the effect of the presence of H-containing species in a small per-
centage wherever they come from plays a more important role
than that as a supplementary fuel only such as the cases of adding
H2 to CH4. It is also noted that a continuing increase in the pres-
ence of CH4 or H2 in their binary mixtures with CO will increase
or continue to decrease gradually the tendency to knock, respec-
tively, reflecting the quite different knock-resisting qualities of H2
and CH4 as SI engine fuels. Compared with the addition of CH4 or
H2, the effect of H2O on the knock-resisting properties of CO are
found to be relatively weak. The addition of H2O to CO decreases
the knock limits of the resulting mixtures but at a lesser rate
compared with that of CH4 and H2. This is mainly due to the fact
that H2 and CH4 are fuels, which release energy during oxidation
while the endothermic dissociation of H2O requires relatively
large amounts of energy.

The onset of knock in SI engines is also affected by the flame
propagation rate, which is cumulatively represented by the inverse
of the combustion duration and affects the temperature of the
unburned mixture. As shown in Fig. 4, the addition of a small
amount of CH4 to CO reduces dramatically the combustion dura-
tion of the resulting mixture for both stoichiometric and lean op-
erations. This would indicate that such an addition enhances the
overall flame propagation rates, which increase the temperature of
the unburned fuel-air mixture. The minimum combustion duration

was observed when around 5% CH4 was added to CO in the
binary fuel mixtures for stoichiometric operation. However, the
minimum combustion duration of the lean mixture operation of an
equivalence ratio of 0.6 was observed when around 10% CH4 was
added. A further increase in the relative presence of CH4 beyond
those of the minimum combustion duration increases gradually
the combustion duration reflecting the increasing influence of the
relatively slow burning properties of CH4. As observed with CH4
addition, the addition of a small amount of H2 produces a com-
parable effect in speeding up the flame propagation rates, as
shown in Fig. 5, for a lean operation case. Further increases in the
presence of H2 continue to enhance the flame propagation rates
reflecting the fast flame propagation rates associated with H2 over
both CH4 and CO. It is obvious that the resulting faster flames
appear incapable of stopping the deterioration in the resistance of
the resulting fuel mixtures to knock.

A simulated synthesis gas mixture with a volumetric composi-
tion of �2H2+CO�, which could have been produced through the
partial oxidation or steam reforming of CH4 or other hydrocarbon
fuels, when added to CH4 reduced the knock limit and combustion
duration values as shown in Figs. 6 and 7, respectively. These
values are also compared with those obtained when adding H2 and
CO individually to CH4. As shown in Fig. 6, the knock limited
equivalence ratio decreases gradually with the increasing presence
of the synthesis gas reflecting its weak knock-resisting properties.

Fig. 4 Variation of the combustion duration with changes in
composition of the binary fuel mixture of CO with CH4 for stoi-
chiometric and lean operations

Fig. 5 Variation of the combustion duration with changes in
composition of the binary fuel mixture of CO with CH4 and CO
with H2 at lean mixture operations

Fig. 6 Variation of the knock limited equivalence ratios with
changes in composition of the fuel mixtures of CH4 with H2,
CH4 with CO, and CH4 with H2-rich gas „2H2+CO…

Fig. 7 Variation of the combustion durations with changes in
composition of the fuel mixtures when adding H2, CO, and
H2-rich gas „2H2+CO… to CH4
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Similarly, the addition of such mixtures to the CH4 reduced the
combustion durations to produce increasingly faster flame propa-
gation, as shown in Fig. 7. The effect of the H2-rich synthesis
gases addition tends to be relatively weak in comparison to that of
pure H2 addition but greater than that of adding pure CO to CH4.
The addition of CO to CH4 enhances the flame propagation rates
and increases the tendency of the resulting fuel mixtures to knock,
although pure CO in dry air shows a slower propagating flame and
superior knock-resisting properties in comparison to those of CH4.
Due to the likely presence of a large amount of diluents such as
N2, CO2, and H2O in the H2-rich gases produced on board, their
addition to traditional fuels is expected to have a much weaker
effect than this simulated synthesis gas in affecting the combus-
tion process and the knock-resisting properties.

The value of the combustion duration is an important parameter
in the modeling approach adopted. As indicated earlier, values of
the combustion duration of gaseous fuel mixtures could be esti-
mated following the examination of the combustion durations of
the components of the fuel mixtures on their own under the same
operating conditions in accordance with Eq. �1� �37,39�. As an
example, Fig. 8 shows that the predicted combustion duration
agrees well with the corresponding experimental values obtained
for fuel mixtures of CH4 and H2. As shown in Fig. 9, the knock
limits of this fuel mixture can also be well predicted.

However, it was found that the behavior of CH4 and CO cannot
be considered as that of a simple case of fuel mixing. This is
because of the combustion behavior of CO in binary mixture with
H-bearing species is quite different from that of pure CO in dry
air. When a “nondry” CO, given the symbol COn,d is considered,
then the apparent value of combustion duration of COn,d can be
derived from experimental observations using the equation devel-
oped by Bade Shrestha and Karim �39�. The averaged value of the
estimated combustion durations of this nondry CO was found to
be approximately 70% of that of the pure CO in dry air �46�. By

considering the nondry CO, the behavior of fuel mixtures involv-
ing CO and CH4, an H-containing fuel component, could be suc-
cessfully predicted as shown in Figs. 10 and 11 for combustion
duration and indicated power, respectively. As shown in Figs. 12
and 13, the predicted values of indicated work and knock limited
equivalence ratios agree well with the corresponding experimental
data obtained in this investigation for fuel mixtures of CO with
simulated synthesis gases �2H2+CO�. However, there is no satis-
factory agreement of the predicted knock limit values for fuel
mixtures of CO with small amounts of H2 or CH4 as shown in Fig.
14. It is suggested that the very small amount of lubricating oil
that is inevitably consumed through volatilization, cracking, and
oxidation during the thermally and chemically intense combustion
process under the conditions approaching the onset of knock may
account significantly for this disagreement �4�. Due to the very
small amounts commonly involved, the thermal consequences of
lubrication oil oxidation in affecting the performance of SI en-
gines are commonly ignored. However, these minute amounts of
lubricating oil consumed may be sufficient to contribute the small
amounts of H-bearing species that enhance sufficiently the oxida-
tion of CO to produce the observed increase in the tendency to
knock.

Of course, lubricating oils consist of mainly heavy hydrocarbon
components of complex composition and chemical structures.

Fig. 8 Comparison of the predicted values of combustion du-
ration with those derived experimentally for binary fuel mixture
of H2 and CH4

Fig. 9 Comparison of the predicted knock limited equivalence
ratios with those derived experimentally for binary mixtures of
H2 and CH4

Fig. 10 Comparison of the predicted combustion duration
with those determined experimentally for binary fuel mixtures
of CO and CH4 at stoichiometric operation

Fig. 11 Comparison of the predicted indicated work produc-
tion with those determined experimentally for binary mixtures
of CO and CH4 for stoichiometric operation
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Their corresponding reactions with O2 and other species are
largely unknown. In order to illustrate the plausible kinetic role of
lubricating oil and its dissociation and oxidation products in af-
fecting the oxidation of dry CO, a relatively very small amount of
a higher hydrocarbon that may be considered comparable to the
amount of lubricating oil consumed was artificially assumed to
have been also involved during the oxidation of intake fuels. Fig-
ure 15 shows the results of an example when small amounts of
C3H8 were assumed to be present to contribute to the end gas
reactions that lead to the onset of knock. Such a remedial ap-
proach could produce a better agreement between predicted knock
limits and corresponding experimental values of the fuel mixtures
containing mainly CO in the presence of a relatively small amount
of H2. In comparison, their effects are quite small for fuel mix-
tures containing relatively large amounts of H2. As shown in Fig.
15, the assumed presence of merely 0.4% C3H8 within the fuel
produced sufficiently good agreement with those derived experi-
mentally. Similarly, the application of such an approach to fuel
mixtures of CO with small amounts of CH4 also produced im-
proved agreement of predicted knock limits with those observed
experimentally, as shown in Fig. 16.

5 Conclusions
The addition of small amounts of H-containing compounds

such as H2, CH4, or H2O to CO accelerates the overall flame
propagation rates and lowers the knock-resisting properties of CO.
The resulting faster flames appear incapable of stopping the dete-
rioration in the resistance to knock of the resulting fuel mixtures.

Fig. 12 Comparison of the predicted indicated power output
with those derived experimentally for fuel mixtures of CH4 with
simulated synthesis gases „2H2+CO… under stoichiometric
operation

Fig. 13 Comparison of the predicted knock limited equiva-
lence ratio with those determined experimentally for fuel mix-
tures of CH4 and simulated synthesis gas „2H2+CO…

Fig. 14 Comparison of the predicted knock limited equiva-
lence ratio with those determined experimentally for binary fuel
mixtures of H2 and CO

Fig. 15 Effect of adding a small amount of C3H8 to the intake
fuels during modeling in improving the agreement of the pre-
dicted knock limited equivalence ratios with those determined
experimentally for binary fuel mixtures of H2 and CO

Fig. 16 Effect of adding a small amount of C3H8 to the intake
fuels during modeling in improving the agreements of the pre-
dicted knock limited equivalence ratios with those determined
experimentally for binary fuel mixtures of CH4 and CO
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The addition of a simulated synthesis gas �2H2+CO� to CH4
enhances the combustion process of the resulting mixture and
lowers its knock resistance. The effectiveness of such an addition
is slightly weaker than that of a comparable H2 addition but much
stronger than that with CO addition only.

Through accounting for a nondry CO in the presence of
H-bearing fuels, the engine performance and knock limits could
be predicted well over a wide range of composition of fuel mix-
tures of H2, CO, and CH4.

The prediction of the knock limits of fuel mixtures containing
mainly CO with very small amounts of H-containing species
could provide a better agreement with corresponding experimental
values when a very small concentration of a higher hydrocarbon
fuel such as propane was considered present in the end gas region.
Such an approach could be considered to account for the possible
contribution of the very small amounts of lubricating oil that nor-
mally get consumed at near the knock operational limits.
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Nomenclature
Kn � knock criterion
hsp � enthalpy of the mixture at spark timing, kJ/kg
hst � enthalpy of the mixture at any instant “t,”

kJ/kg
m0 � mass of the fresh charge, kg
mu � mass of the end gas at any instant “t,” kg
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Kinetic Study of the
Thermo-Oxidative Degradation of
Squalane „C30H62… Modeling the
Base Oil of Engine Lubricants
On the basis of ongoing research conducted on the clarification of processes responsible
for lubricant degradation in the environment of piston grooves in exhaust gas recircula-
tion (EGR) diesel engines, an experimental investigation was aimed to develop a kinetic
model, which can be used for the prediction of lubricant oxidative degradation correlated
with endurance test conducted on engines. Knowing that base oils are a complex blend of
paraffins and naphthenes with a wide range of sizes and structures, their chemistry
analysis during the oxidation process can be highly convoluted. In the present work,
investigations were carried out with the squalane �C30H62� chosen for its physical and
chemical similarities with the lubricant base oils used during the investigations. Thermo-
oxidative degradation of this hydrocarbon was conducted at atmospheric pressure in a
tubular furnace, while varying temperature and duration of the tests in order to establish
an oxidation reaction rate law. The same experimental procedures were applied to
squalane doped with two different phenolic antioxidants usually present in engine oil
composition: 2,6-di-tert-butyl-4-methylphenol and octadecyl-3-(3,5-di-tert-butyl-4-
hydroxyphenyl)propionate. Thus, the effect of both antioxidants on the oxidation rate law
was investigated. Data analysis of the oxidized samples (Fourier transform infrared
spectroscopy and gas chromatography/mass spectrometry) allowed rationalization of the
thermo-oxidative degradation of squalane. The resulting kinetic modeling provides a
practical analytical tool to follow the thermal degradation processes, which can be used
for prediction of base oil hydrocarbon aging. If experiments confirmed the role of phe-
nolic additives as an effective agent to lower oxidation rates, the main results lie in the
observation of a threshold temperature where a reversed activity of these additives was
observed. �DOI: 10.1115/1.3155797�

1 Introduction
Lubricants are essential to the good operation of the automotive

engines �1,2�. In fact, engine lubricants are complex mixtures in-
volving base oils, which should have their characteristics as close
as possible to those of the referred lubricant, and many different
additives �detergent, dispersant, viscosity improvers, antioxidants,
etc.� �3–5�. In the operating conditions of engines, lubricants are
susceptible to oxidation, which leads to the formation of low-
molecular weight materials such as aldehydes, ketones, acids, and
alcohols �Fig. 1� �6–9�.

These oxidation products not only affect the properties of lubri-
cants, but also undergo polymerization reactions that produce
high-molecular-weight materials resulting in the formation of
sludge and varnishes responsible for the failure of lubrication by
increasing the lubricant viscosity and promoting the engine wear
�10–16�.

Then antioxidant additives are added in the lubricant to ensure
a high oil oxidative stability. Several classes of antioxidants are
used during the formulation �17–21�. Two main classes inhibit the
initiation of thermal oxidation: �1� peroxide decomposers and �2�
metal deactivators �19�. The most important classes of antioxi-
dants that inhibit the propagation step are hindered phenols �9,22�,
secondary alkyl arylamines, and diarylamines �9�. The mechanism

currently admitted �9� for inhibition consists in capturing the free
radicals generated during the oxidation reaction �Fig. 2�.

Previous studies have shown that the oxidative degradation was
directly correlated with the consumption of phenolic antioxidant
additives �23�. This fact was more noticeable at high temperature.
In addition, the down-sizing and the extreme conditions of the
engine operation �e.g., operational temperature and pressure of the
combustion chamber, the oil sump, or the cylinder liner tempera-
tures� could speed up the process of lubricating oil degradation
and then the increase in deposit formation in the engine parts �23�.
This raises the question of drain interval that should always be
either identical or longer for the convenience of the customer.

The current work aimed to develop a kinetic model, which can
be used for prediction of lubricant oxidative degradation. Know-
ing that base oils are a complex blend of linear saturated hydro-
carbons �paraffins� and cyclic saturated hydrocarbons �naph-
thenes� with a wide range of sizes and structures, their chemistry
analysis during the oxidation process can be highly convoluted.
To simplify the analysis, common strategies consist in using
single compounds, which mimic the lubricant. For example,
Blaine and Savage �24–26� performed a detailed investigation of
hexadecane oxidation under conditions similar to those under
which a mineral oil or natural lubricants undergo degradation.
Pfaendtner and Broadbelt �27� developed a mechanistic model of
lubricant degradation by studying the auto-oxidation of decane
and octane. Experimentally, condensed-phase auto-oxidation of
alkanes has been studied extensively, and there are numerous
studies reported in literature. Garcia-Ochoa et al. �28� studied the
oxidation of n-octane over 135–145°C.

Similarly to this approach, our experiments were conducted on
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a model compound: squalane �C30H62� chosen for its similitudes
in terms of physical and chemical similarities with the group III
base oils of lubricant �grade SAE 5W-30� used during previous
investigations on the degradation of engine oil �23�. Accelerated
oxidation tests were carried out for squalane, without additives, at
different temperatures and durations in order to establish an oxi-
dation reaction rate law.

The same experimental procedure was applied to squalane
doped with two different phenolic antioxidants �Fig. 3�: �a� 2,6-
di-tert-butyl-4-methylphenol �BHT� and �b� octadecyl-3-�3,5-di-
tert-butyl-4-hydroxyphenyl�propionate �OBHP�. The effect of
both antioxidants was investigated.

2 Experiment

2.1 Model Compounds: Squalane. A model compound con-
sisting of a single chemical has been used to simulate base oil.
The conditions for the choice of this compound were its simplic-
ity, its chemical structure preferably symmetric, its cost, and its
probability to behave similarly to the base oil �group III� of the
lubricant �grade SAE 5W-30� currently used during our investiga-
tions on engine oil degradation processes. Squalane, C30H62 �Fig.
4�, appeared as a good model, with 30 carbons, and a highly
symmetric structure. The physical characteristics of squalane are
reported in Table 1.

2.2 Thermal Oxidation Tests. Thermo-oxidative degradation
tests were carried out in a tubular furnace. 300 �l of squalane
was placed in a preweighed vessel. The vessel was subsequently
weighed in order to measure the content weight of squalane. Then
the sample was directly introduced in the furnace already heated
and kept at the desired constant temperature. The arrival of oxy-
gen in the furnace was ensured by the ambient air flow due to

natural convection �air draft�. The samples were oxidized at
150°C, 180°C, and 205°C, respectively. The temperature of
150°C was chosen to simulate the extreme conditions of opera-
tion in the engine oil sump, and the temperatures of 180°C and
205°C are the average temperature of the cylinder wall and the
first ring groove of pistons. Experiments were conducted at dif-
ferent times from 6 h to 72 h. After each test, the vessel was
removed from the furnace and weighed again. The mass loss
found represented the vaporized fraction.

For the tests with antioxidants, experiments were conducted
with each antioxidant separately �BHT or OBHP�. About 0.5% of
antioxidant was added in squalane. Then the same experimental
procedure as previously described for the thermo-oxidative degra-
dation test of squalane was applied in the presence of antioxidant.

2.3 Chemical Analyses. Fourier transform infrared �FTIR�
spectroscopy and gas chromatography/mass spectrometry �GC/
MS� were used to characterize the condensed-phase samples ob-
tained during the thermo-oxidative degradation tests.

2.3.1 FTIR Spectroscopy. The presence of oxidation products
was monitored by infrared spectroscopy. Oxidized samples were
investigated with a Perkin Elmer Paragon 1000 FTIR spectrom-
eter �Perkin Elmer, Courtaboeuf, France�. Wavelengths were
scanned in the range 600–4000 cm−1. Each FTIR spectrum was
the result of four co-added scans at a nominal resolution of
4.0 cm−1. NaCl pellets were used for the recording of data. The
oxidation of squalane was quantified by calculating the area of the
spectral band around 1720 cm−1, measured from 1650 cm−1 to
1850 cm−1, and the spectral band around 3450 cm−1, measured
from 3200 cm−1 to 3600 cm−1. These bands are characteristics of
carbonyl bond �C=O� and hydroxyl bond �OH� vibrations present
in most of the oxidation products �29–32�. This method is used
and acknowledged as a satisfactory measure of the hydrocarbon
degradation level, since the carbonyl and hydroxyl bands are not
found in the spectrum of the fresh nonoxidized squalane used as a
reference for FTIR spectra interpretation.

2.3.2 GC/MS Analysis Conditions. Characterization of chemi-
cals and identification of oxidation products were carried out on a
Varian 3800 gas chromatograph and coupled to a Varian Saturn
2000 ion trap mass spectrometer �Varian, Les Ulis, France�. Chro-
matographic separation was performed on a Chrompack DB-5
capillary column �30 m length, 0.25 �m film thickness, 0.25 mm
ID, and 5% phenyl–95% methyl polysiloxane�. The gas chromato-
graph was operated at a constant helium flow of 1.0 ml min−1 and
a 1:40 split ratio. The injector was set at 300°C. The oven pro-
gramed temperature was set at 40°C for 2 min, and ramped at a
rate of 6°C min−1 up to 300°C where it was held for 20 min. The
total duration of GC analysis was �65 min. The manifold, ion
trap source, and transfer line temperatures were set at 120°C,
220°C, and 300°C, respectively. The SATURN software was used
under the following conditions. Mass spectra were scanned on the
m /z 30–550 range with a rate of 1 scan s−1. Two ionization
modes were used: electronic ionization �EI� and chemical ioniza-

Fig. 1 Mechanism of low-molecular weight material formation
†8‡

Fig. 2 Antioxidant mechanism for radical scavengers

Fig. 3 Chemical structures of „a… BHT and „b… OBHP

Fig. 4 Chemical structure of squalane „C30H62…

Table 1 Physical characteristic of squalane

Formula
Mol. weight

�g mol−1�
Boiling point
at 1 Torr �°C�

Density
�at 20°C�

Viscosity
�mPa s�

C30H62 422.83 210–215 0.809 28.254

032805-2 / Vol. 132, MARCH 2010 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.96. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tion �CI�. In the first case, the electron ionization energy was
70 eV, the emission current was 10 �A, and the multiplier volt-
age was 2200 V; spectra were recorded using the automatic gain
control �AGC� function with a target of 20,000. Chemical ioniza-
tion was performed using methanol as the reactant. In this case,
the emission current was set to 20 �A, the multiplier voltage to
2200 V, and the AGC target to 5000.

3 Results and Discussions

3.1 Characterization of Oxidized Samples. As previously
notified, samples were weighed before and after the oxidation
tests in order to determine by difference the percentage of the
evaporated fraction. Figure 5 shows the evolution of mass versus
the test duration for experiments carried out without antioxidant
additives. One can notice a net increase in the evaporation rate
with the temperature. But experiment carried out at 205°C pre-
sents two different slopes attributed to two different evaporation
rates. To rationalize the lower evaporation rate at 205°C and for
the longer experiment durations �above 30 h�, one can assume that
the formation of heavy products at this high temperature value and
after a long time of experiments may result in a noticeable de-
crease in the evaporation rate correlated with the high-molecular
weight product contents resulting from extended polymerization
processes.

The infrared spectra of the oxidized samples, as exemplified in
Fig. 6 for experiments at 180°C without antioxidant additives,
confirm the presence of carbonyl bands around 1720 cm−1 and
hydroxyl bands around 3450 cm−1. These characteristic bands of
oxidation increase with the test duration.

Based on the measurement of IR band areas, a simple kinetic
model presented by Crisostomo et al. �33� allowed the estimation

Fig. 5 Mass loss of squalane versus the test duration without antioxidant
additives

Fig. 6 FTIR spectra of oxidized sample at 180°C and different
durations of the tests

Fig. 7 Plot of ln„1−XC=O… against time of oxidation tests without antioxidant
additives
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of the global activation energy of the oxidation reaction using the
experimentally measured areas of the carbonyl bands detected
along the oxidation tests. According to this model, the plot of
ln�1−XC=O� versus t �where XC=O represents the carbonyl fraction
and t the test duration� as presented in Fig. 7 for oxidation reac-
tion carried out without antioxidants gives lines with a slope equal
to the rate constant k. So, applying the Arrhenius equation, ln�k�
=ln�k0�−Ea /RT, to the rate constant values obtained for the three
different temperatures, the activation energy was found to be
6 kcal mol−1. This value is close to the activation energy, between
9 kcal mol−1 and 15 kcal mol−1, reported in literature for oxida-
tion reaction of several lubricating oils �33–37�.

In order to better characterize the oxidative degradation prod-
ucts, oxidized samples were analyzed by gas chromatography
coupled with mass spectrometry. The analyses showed clearly
several classes of products, such as alcohols, aldehydes, ketones,
acids, and light hydrocarbons; as well as heavier products that
appeared at an elution time longer than those of the squalane
model molecule, reflecting the occurrence of polymerization pro-
cesses during the thermal oxidative degradation �Fig. 8�.

Product identification was achieved on the basis of their mass
spectra using the NIST MS library, by using chemical ionization
mass spectra for molecular weight determination, and finally by
comparing their elution time with those of commercial standard if
uncertainty remains in their attribution. Table 2 shows the reten-
tion time �R.T.�, the corresponding molecular weight �M.W.�, and
the most likely structure of the main products detected.

3.2 Effect of Antioxidant Additives. As stated previously,
thermal degradation experiments conducted with squalane were
extended to squalane doped with phenolic antioxidants.

3.2.1 Effect of Antioxidants. The plots of squalane mass loss
and the percentages of oxidation products detected versus the test
duration for experiments carried out at 180°C and several con-
tents of antioxidant OBHP are reported in Figs. 9�a� and 9�b�,
respectively.

One can notice a decrease in the evaporation rate when the
content of antioxidant increased �Fig. 9�a�� in comparison to the
previous data obtained during the thermodegradation of squalane
in the absence of antioxidants �Sec. 3.1 above, Fig. 5�. In the same
way, experiments in the presence of antioxidants confirm the ex-
istence of an induction time during which oxidation is hardly ob-
served �Fig. 9�b��. Furthermore, the presence of antioxidants re-
sults in a noticeable decrease in the amount of oxidation products

at the longer duration where the decrease in oxidation product
ratios was lowered of �50% �Fig. 9�b��. From these results, a
correlation between evaporation process and oxidation process
was tentatively assigned to the fact that oxidation of hydrocarbons
produces light molecular weight products whose evaporation tem-
peratures are lower than that of squalane. Consequently, an in-
crease in the oxidation rate, which is the case in the absence of
OBHP, favorizes the formation of light products more easily
evaporated: The net result of this leads to an associated increase in
the evaporation rate. On the contrary, the presence of antioxidants
inhibits oxidation reactions, during the induction time, and limits
these reactions at the higher test duration times. The resulting
formation of light products is reduced, and the associated evapo-
ration rates are decreased.

3.2.2 Effect of Temperature. The action of both antioxidants,
BHT and OBHP, has been studied varying the temperature. For
illustration, Fig. 10 below show the corresponding mass loss and
the percentage of oxidation product formation versus the test du-
ration for experiments carried out at 205°C with squalane
samples doped with 0.5% of OBHP.

In both cases, i.e., in the presence of BHT �not shown here� and
OBHP �Fig. 10�, it has been noticed that at 205°C the evaporation
rates are higher even in the presence of antioxidants. Moreover,
above a certain duration test estimated around 20 h, the percent-
age of oxidation products becomes higher in the presence of an-
tioxidants compared with experiment without an antioxidant �Fig.
10�b��. This phenomenon was also observed at 150°C, but only
with squalane samples doped with BHT; noticeably this tendency
was increased at high temperature for these samples. This obser-
vation is in agreement with the work of Zabarnick and co-worker
�38,39� who observed, for jet fuel oxidation at 140°C in the pres-
ence of BHT, a slow initial oxidation followed by a sudden in-
crease in the oxidation rate due to the consumption of BHT below
some critical concentration.

The phenomenon could be also attributed to a possible reversed
activity of antioxidants above a threshold temperature �related to
antioxidant structure as will be seen below�, which causes an ac-
celeration of the oxidation process. In addition, the existence of
this phenomenon at 150°C only observed in the case of BHT
doped squalane samples can be explained by the fact that BHT is
less stable than OBHP at the highest temperatures investigated,
due to the presence of a long-chain octadecyl propionate in para-
position for OBHP leading to a lower volatility compared with

Fig. 8 Chromatogram of an oxidized sample at 180°C and different durations of the
tests without antioxidant additives
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BHT where the methyl group in paraposition cannot afford such
property �9�. As a consequence, the adverse effect of antioxidant
volatility is likely increased at the higher temperatures of the ther-
mal degradation processes.

3.3 Formulation of the Kinetic Model Without Antioxi-
dant Actions. The reaction mechanisms for the oxidation of par-
affin hydrocarbons involve numerous steps of free radical chain
reactions that result in primary oxidation products followed by
further reaction leading to heavy products �polymers�, and varnish
deposit formation. Numerous studies present a computational ap-
proach for modeling each step of these reactions �40,41�. How-
ever, as the experimental identification of intermediate species
�radicals and peroxides� and their quantification are difficult, a

simple reaction model is required to depict as far as possible the
global kinetic degradation of paraffin hydrocarbons, admitting that
the details of involved reactions are gathered under the form of
general transformation: oxidation, polymerization, or evaporation,
respectively. Naidu et al. �42� previously proposed such a simple
chemical reaction for the oxidation of hydrocarbons as shown in
Fig. 11. In this model, the hydrocarbon precursor evaporates with
the rate constant k4 and reacts with oxygen to form the primary
oxidation products �Ox� with the rate constant k1. These oxidized
products are also submitted to an evaporation process with the rate
constant k5 and undergo further condensation and polymerization
reactions to generate heavy oxidation products �Pol� with the rate
constant k2. These heavy oxidation products can also evaporate

Table 2 Identification of the main products by GC/MS analysis

Retention time
�min�

M.W.
�g mol−1� Formula Attribution

Light hydrocarbons
5.58 114 C8H18 Heptane, 2-methyl
5.39 100 C7H16 Hexane, 2-methyl

10.65 142 C10H22 Octane, 2,6-dimethyl
11.52 128 C9H20 Heptane, 2,6-dimethyl
16.88 156 C11H24 Nonane, 2,6-dimethyl
22.90 192 C15H32 Dodecane, 2,6,10-trimethyl
26.50 226 C16H34 Tridecane, 2, 6, 10-triméthyl

Alcohol
6.09 116 C7H16O 1-hexanol, 5-methyl

12.49 144 C9H20O 3-heptanol, 2,6-dimethyl
14.79 144 C9H20O 2-heptanol, 2,6-dimethyl
15.50 158 C10H22O 1-octanol, 3,7-dimethyl
17.01 186 C12H26O 1-decanol, 5,9-dimethyl
19.35 200 C13H28O 2-undecanol, 6,10-dimethyl
22.81 228 C15H32O 1-dodecanol, 3,7,11-trimethyl
27.56 298 C20H42O 1-hexadecanol, 2,7,11,15-tetramethyl

Aldehydes/ketones
8.90 128 C8H16O 2-heptanone, 6-methyl

10.79 142 C9H18O 4-heptanone, 2,6-dimethyl
12.05 142 C9H18O 3-heptanone, 2,6-dimethyl
19.90 198 C13H26O 2-undecanone, 6,10-dimethyl
21.17 210 C14H26O Undecanal, 2,6,10-trimethyl
29.32 268 C18H36O 2-pentadecanone, 6,10,14-trimethyl

Acids/esters
5.88 116 C6H12O2 Pentanoic acid, 2-methyl
9.76 114 C6H10O2 3-pentenoic acid, 4-methyl

14.88 172 C10H20O2 Octanoic acid, 4-methyl-, methyl ester
27.80 270 C17H34O2 Tridecanoic acid, 4,8,12-trimethyl-, methyl ester

Fig. 9 „a… Mass loss and „b… percentage of oxidation products versus time for increased test duration time at 180°C with
squalane doped with OBHP

Journal of Engineering for Gas Turbines and Power MARCH 2010, Vol. 132 / 032805-5

Downloaded 02 Jun 2010 to 171.66.16.96. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



�rate constant k6� and carbonized into varnish deposits �Dep� with
the rate constant k3. Kinetic equations �8� that describe the reac-
tion system are shown in Fig. 11.

Data analysis of the present experiments with oxidized samples
of squalane was employed to check the possibility to rationalize
its thermo-oxidative degradation by using a kinetic model derived
from the model of Naidu et al. �42�. Moreover, the resulting ki-
netic modeling might provide a practical analytical tool to follow
the thermal degradation processes, and predict base oil hydrocar-
bon aging under engine test duration experiments.

It was experimentally observed that at the highest temperature
used �205°C�, no any varnish deposits were observed, whatever
the test duration time. Only the presence of insoluble compounds
was noticed in the oxidized samples. Consequently, it has been
considered that the kinetic model describing the thermal oxidative
degradation of squalane under our experimental conditions could
be simplified for the formation of heavy products. The model
presented here proposes to gather the reactions leading to heavy
oxidation products �Pol� and varnish deposits �Dep� in a one step
reaction �rate constant k2�, considering a global rate constant k6–7
to quantify their evaporation process �Fig. 12�.

The solution of these equations provides the expression of each
species at a given time. But all kinetic constants must be deter-
mined to complete these solutions.

�C30� = �C30�0 � e−�k1+k4��t

�Ox� =
k1 � �C30�0

�k2 + k5� − �k1 + k4�
� �e−�k1+k4��t − e−�k2+k5��t�

�Pol + Dep� =
k1 � k2 � �C30�0

�k2 + k5� − �k1 + k4�
� � e−�k1+k4��t

k6–7 − �k1 + k4�

−
e−�k2+k5��t

k6–7 − �k2 + k5�	
+

k1 � k2 � �C30�0 � e−k6–7�t

�k6–7 − �k2 + k5�� � �k6–7 − ��k1 + k4���

�E� = 100 − ��C30� + �Ox� + �Pol + Dep��

3.4 Determination of Kinetic Rate Constants

3.4.1 Determination of k1 and k4. The first step of the simpli-
fied model of oxidation reaction can be decomposed into two
fictitious stages, as shown in Fig. 13.

If one considers that the initial amount of squalane �C30� is
evaporated in a first stage, the nonevaporated fraction �reported
here as C30 reactant� will be oxidized in a second stage. So the
remaining sample in the vessel consists of �i� residual squalane
and �ii� oxidation products.

Then, the quantification of the residual squalane �C30� is ame-
nable to GC/MS analysis that provides the rate constant k1 using
Eq. �1� where � and � are the reaction orders for squalane and
oxygen, respectively. Considering that the oxygen ratio is constant
and in excess compared with squalane, the rate constant k1 is
expressed as follows:

Fig. 10 „a… Mass loss and „b… percentage of oxidation products versus time for increased test temperature at 205°C with
squalane doped with OBHP

Fig. 11 The model reaction and the kinetic rate equations pro-
posed by Naidu et al. †42‡ for the modeling of paraffin hydro-
carbon oxidative thermal degradation

Fig. 12 The simplified model and the kinetic rate equations
proposed for the modeling of squalane thermal oxidative
degradation

032805-6 / Vol. 132, MARCH 2010 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.96. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



−
d�C30�

dt
= k1 � �C30�� � �O2�� 
 k1 � �C30�

�
0

�C30�
d�C30�
�C30�

= − k1 � t ⇔ ln� �C30�
�C30�reac

 = − k1 � t �1�

However, the residual squalane �C30� measured by GC/MS
from the sample present in the vessel did not included the fraction
directly evaporated as squalane or light oxidation products, asso-
ciated with process controlled by the rate constants k4 and k5,
respectively. To take into account such evaporated fractions, the
percentage of each species measured by GC/MS was normalized
to the initial amount of squalane. So Eq. �2� below, which ex-
presses the normalized concentration of squalane, provides the
constant k1+k4. Thus, the rate constant k4 can be easily deduced.

�C30� = �C30�0 � e−�k1+k4��t �2�

3.4.2 Determination of k2 and k5. Equation �3� below giving
the fraction of oxidation products �Ox� versus time �t� has a maxi-
mum, which is reached at a time tM. The theoretical expression of
this time “Eq. �4�” is achieved through the derivative of Eq. �3�.
The time tM is experimentally determined. Then, as the rate con-
stant k1+k4 has been already determined, one can easily calculate
the constant k2+k5 through Eq. �4� as follows:

�Ox� =
k1 � �C30�0

�k2 + k5� − �k1 + k4�
� �e−�k1+k4��t − e−�k2+k5��t� �3�

tM =
1

�k1 + k4� − �k2 + k5�
� ln� k1 + k4

k2 + k5
 �4�

By applying the same approach used for determining the rate
constant k1, one can consider that the oxidized products are first
evaporated �k5�, then the nonevaporated fraction undergo poly-
merization and condensation reactions that produce the high-
molecular weight products �Pol� and the insoluble compound ob-
served �Dep� as follows:

Quantification by GC/MS of the oxidized products �Ox� with-
out including the evaporated fraction provides the constant k2 us-
ing Eq. �5�, which has a maximum reached at the time tm “Eq.
�6�.” The experimental estimation of the time tm allows the calcu-
lation of the constant k2 since the value of the constant k1 has been
previously determined.

�Ox� =
k1 � �C30�0

k2 − k1
� �e−k1�t − e−k2�t� �5�

tm =
1

k1 − k2
� ln� k1

k2
 �6�

3.4.3 Determination of k6–7. In the equation giving the frac-
tion �Pol+Dep� as a function of time �t�, one can suppose that the
rate constant k6–7 for the evaporation of the fraction �Pol+Dep� is
negligible compared with that of squalane �k4� and oxidation
products �k5�. As a consequence, the previous equation expressing
the concentration of �Pol-Dep� can be rewritten as follows:

�Pol + Dep� =
k1 � k2 � �C30�0

�k2 + k5� − �k1 + k4�
� � e−�k1+k4��t

− �k1 + k4�
−

e−�k2+k5��t

− �k2 + k5�	
+

k1 � k2 � �C30�0 � e−k6–7�t

�− �k2 + k5�� � �− ��k1 + k4���
�7�

In addition, the curve associated with this equation has a maxi-
mum reached at the time �. The value of � can be experimentally
determined through the evolution of the high weight products
�polymer� fraction quantified by GC/MS. Then the following
equation allows the calculation of the constant k6–7 since all the
other data were previously determined:

k6–7 =
�k2 + k5� � �k1 + k4�
�k2 + k5� − �k1 + k4�

� �e−�k1+k4��� − e−�k2+k5���� �8�

3.5 Results and Generalization of the Model. By applying
the model previously described, all the rate constants have been
determined. Table 3 reports rate constants for experiments carried
out without an antioxidant. According to these results, one can
notice that the rate constant k2+k5 of the reaction “Ox→Pol
+Dep” is higher than the rate constant k1+k4 of the reaction
“C30→Ox.” Consequently, after the formation of primary oxida-
tion products, the degradation process becomes much faster. Then
the use of antioxidant additives should lead to a decrease in the
overall rate of degradation process.

As all the rate constants are known, one can easily plot the
curves giving the evolution of the different fractions versus time.
To illustrate it, Fig. 14 shows the evolution of the evaporated

Fig. 13 Fictitious steps of oxidation products’ formation for
squalane oxidative thermal degradation

Table 3 Experimental rate constant values

ki
��10−3 h−1� 150°C 180°C 205°C

k1 4 16 20
k1+k4 8 25 41
k2 37 45 75
k2+k5 42 64 149
k6–7 5 2 1

Fig. 14 Variations of squalane and degradation products’ ex-
perimental percentages versus test duration time at a tempera-
ture of 180°C „dots… and their theoretical variations „thick lines…
applying the simplified model presented here for the oxidative
thermodegradation of squalane
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fraction �Evap�, the reactant squalane �C30�, the oxidation prod-
ucts �Ox�, and the heavy products �Pol� as a function of the dura-
tion for oxidative test conducted at 180°C without an antioxidant.
As can be seen, these graphs show a good agreement between
theoretical and experimental curves.

The reactions occurring during the oxidative degradation of the
squalane take place with the rate constants k1, k2, k4, k5, and k6–7,
set previously. Each of these rate constants could be expressed
under the form of a mathematical function depending on the tem-
perature in accordance with an Arrhenius treatment for the chemi-
cal processes involved. The general equation for each rate con-
stant can be expressed as follows:

ln ki = ln ki,0 −
Ea

RT
�9�

In fact, the activation energy obtained for the reaction “C30
→Ox” including the evaporation rate was 12 kcal mol−1, when
that for the reaction “Ox→Pol+Dep” was 5 kcal mol−1 or
9 kcal mol−1 including the evaporation phenomenon. These val-
ues are much closed to the activation energy between
9 kcal mol−1 and 15 kcal mol−1 reported in literature for oxida-
tion reaction of several lubricating oils �33–37�. Consequently, the
initial assumption relative to the possibility to separate the evapo-
ration from the oxidation itself for an easier calculation of the rate
constant can be validated.

4 Conclusion
The oxidative degradation of squalane �C30H62� has been inves-

tigated with and without phenolic antioxidants. The rate constants
obtained for tests without antioxidants enable the determination of
activation energy in accordance with values reported in literature.
If experiments confirmed the effectiveness of antioxidants in re-
ducing the oxidation rate, the existence of a threshold tempera-
ture, from which a reversed activity of antioxidant appeared, has
been highlighted. This threshold temperature strongly depends on
the stability of the antioxidants.

Data analysis allowed formulating a kinetic model, which can
be used as a practical analytical tool to follow the effectiveness of
thermal oxidative degradation of squalane without antioxidants.
This kinetic model can be easily generalized at different tempera-
tures. Nevertheless, in the presence of antioxidants, application of
the kinetic model requires first the determination of the observed
threshold temperature for the antioxidants investigated.

Further experiments are currently conducting to validate the
present kinetic model in the case of more complex mixtures for
the prediction of lubricating oil aging.
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A Comparison Between Recent
Advances in Cylindrical Nodal
Diffusion Methods
The resurgence of high temperature reactor (HTR) technology has prompted the devel-
opment and application of modern calculation methodologies, many of which are already
utilized in the existing power reactor industry, to HTR designs. To this end, the use of
nodal diffusion methods for full core neutronic analysis is once again considered for both
their performance and accuracy advantages. Recently a number of different approaches
to two-dimensional and 3D multigroup cylindrical nodal diffusion methods were pro-
posed by various institutions for use in HTR and, specifically, pebble-bed modular reac-
tor (PBMR) calculations. In this regard, we may mention the NEM code from the Penn-
sylvania State University based on the nodal expansion method and the OSCAR-4 code
from NECSA, utilizing a conformal mapping approach to the analytic nodal method. In
this work we will compare these two approaches in terms of accuracy and performance.
Representative problems, selected to test the methods thoroughly, were devised and based
on both a modified version of the PBMR 400 MW benchmark problem and a “cylindri-
sized” version of the IAEA two-group problem. The comparative results between OSCAR-4

and NEM are given, focusing on global reactivity estimation, as well as power and flux
errors as compared with reference finite-difference solutions. These results indicate that
both OSCAR-4 and NEM recover the global reference solution for the IAEA problem and
show power errors, which are generally acceptable for nodal methods. For the PBMR
problem the accuracy is similar, but some convergence difficulties are experienced at the
outer boundaries of the system due to the very large dimensions of the reflector (when
compared with typical water-moderated reactors). For both codes a significant perfor-
mance increase was found, as compared with finite-difference calculations, which is the
method currently employed by the PBMR (Pty) Ltd. In conclusion it seems that nodal
methods have potential for use in the HTR analysis and, specifically, the PBMR calcula-
tional arena, although cylindrical geometry based nodal methods will have to develop
toward maturity before becoming the industry standard. �DOI: 10.1115/1.3095806�

1 Introduction

The resurgence of high temperature reactor �HTR� technology
has prompted the development and application of modern calcu-
lation methodologies, many of which are already utilized in the
existing power reactor industry, to HTR designs. To this end, the
use of nodal diffusion methods for full core neutronic analysis is
once again considered for both their performance and accuracy
advantages.

Recently a number of different approaches to two-dimensional
�2D� and 3D multigroup cylindrical nodal diffusion methods were
proposed by various institutions for use in HTR and, specifically,
pebble-bed modular reactor �PBMR� calculations. In this regard,
we may mention the NEM code from the Pennsylvania State Uni-
versity �PSU� based on the nodal expansion method �NEM� �1�
and the OSCAR-4 code from NECSA, utilizing a conformal map-
ping approach to the analytic nodal method �ANM� �2�.

This paper concisely describes the NEM and ANM nodal dif-
fusion approaches and subsequently compares both of these
against diverse numerical diffusion problems—first against a typi-
cal light water reactor �LWR� cylindrical problem and second
against a cylindrical HTR problem, the published Organization for
Economic Co-Operation and Development/Nuclear Energy
Agency �OECD/NEA� PBMR 400 mega watt �MW� benchmark.

2 Codes and Methods

In this paper we will compare two approaches in terms of ac-
curacy and performance. Two numerical problems, selected to test
the methods thoroughly, include the PBMR 400 MW benchmark
problem �4� and a “cylindrisized” version of the IAEA two-group
LWR problem �3�. Comparative results between OSCAR-4 and NEM

will be given, focusing on global reactivity estimation, as well as
power and flux errors as compared with reference finite-difference
solutions. Prior to investigating the comparative results, short de-
scriptions of the two methods are given in Secs. 2.1 and 2.2.

2.1 Cylindrical Nodal Expansion Method. The NEM code is
a 3D multigroup nodal diffusion code developed at PSU for mod-
eling both steady-state and transient core conditions based on the
nodal expansion method. It utilizes a transverse integration proce-
dure and is based on the partial current formulation of the nodal
balance equations. The leakage term in the one-dimensional
transverse-integrated equations is approximated using a standard
parabolic expansion using the transverse leakages in three neigh-
boring nodes. The code has options for the modeling of 3D Car-
tesian, cylindrical, and hexagonal geometries. The cylindrical op-
tion utilizes fourth-order polynomial expansions of the 1D
transverse-integrated flux distribution in the R-, Z-, and
�-directions. The cylindrical option has been verified using the
simple analytical benchmark problems. This code has also been
tested for applicability in pebble-bed reactors through a number of
steady-state core physics benchmarks and was shown to be suit-
able for the analysis of this reactor type.
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2008; published online November 24, 2009. Review conducted by Dilip R. Ballal.
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2.2 Cylindrical Analytic Nodal Method. The cylindrical test
module of the OSCAR-4 code system uses an ANM to solve the 3D
multigroup diffusion equation. This method employs the trans-
verse integration procedure to produce three coupled one-
dimensional equations. Unfortunately, in cylindrical geometry, the
application of the transverse integration technique to the ANM
cannot produce a one-dimensional equation in the �-direction with
uniquely defined transverse-integrated flux. To circumvent this, a
conformal mapping technique is applied. This technique maps the
cylindrical nodes into rectangular ones, after which transverse in-
tegration can be completed in the mapped Cartesian coordinate
system. Leakage terms in the one-dimensional Z-equation are ap-
proximated via the standard quadratic leakage approximation. In
the radial plane the leakage term is approximated within the
mapped coordinate system. For full details on this approach see
Ref. �2�.

3 Description of Numerical Benchmark Problems

3.1 Cylindrisized IAEA LWR Problem. The first chosen nu-
merical problem addressed in this work is a cylindrisized version
of the 3D IAEA Power Water Reactor �PWR� benchmark problem
�3�. The original benchmark has been adapted to cylindrical coor-
dinates by closely matching the volumes of fuel, control, and re-
flector material and hence by preserving the nature of flux gradi-
ents in the problem. The cross sections used are identical to those
described in the original benchmark specifications. The adjusted
problem is graphically represented in Figs. 1–4 below. The seg-
ments in the figures represent a 1/8th cut of the core with reflec-
tive boundary conditions applied azimuthally and vacuum bound-
ary conditions on outer radial and top and bottom axial surfaces.

Figures 1–4 illustrate four radial cuts of the IAEA 3D problem,
describing the material layout in each axial segment from bottom
to top. Radial and azimuthal sizes are indicated in the figures.

These segments stack onto each other, starting with the segment in
Fig. 1 at the bottom and in Fig. 4 at the top, to complete one full
symmetry segment of the problem.

3.2 PBMR 400 MW Benchmark Problem. The main objec-
tive of the PBMR 400 MW OECD benchmark test cases is to
develop coupled kinetics-core thermal-hydraulics test problems
that include both fast �reactivity insertions� and slow �thermal
heat-up due to decay heat� transients. The reference model for this
benchmark problem is derived from the PBMR 400 MW design. It
is an annular core with an outer diameter of 3.7 m and a solid
central reflector made of graphite with an outer diameter of 2 m,
an effective cylindrical core height of 11 m, and a graphite side
reflector of 0.9 m thickness. The design was simplified to yield a
two-dimensional core design �R-Z�, assuming equal speed parallel
flow of pebbles within the core, a flattened pebble-bed’s upper
surface, and the removal of the bottom cone and de-fuel channel,
resulting in a flat bottom reflector.

The simplifications were made in the benchmark specification
in order to minimize the need for any further approximations to be
made by participants. In the figure in the Appendix, the 2D sym-
metry layout of the problem is shown as defined for Exercise 1
�neutronics only�, with the annular core region �materials 1–110�,
the two void areas �materials 111 and 189�, the barrel �materials
190�, the control rod gray curtain representation �materials 164–
168�, and the graphite reflector regions �fixed central column in
the center, top, and bottom reflectors and side reflector to the right
of the pebble bed�.

The OECD benchmark includes steady-state and transient
cases. It makes use of a common set of cross sections. The focus
of the benchmark is on the modeling of the transient behavior of
the PBMR core, but it was necessary to define some steady-state
cases to ensure consistency between the different approaches be-
fore results of transient cases are compared. In this paper, only
Exercise 1 from this benchmark is utilized. Exercise 1 is defined
as a neutronics solution with fixed cross sections for an equilib-

Fig. 1 Bottom reflector region, 20 cm axially

Fig. 2 Bottom core region, 260 cm axially

Fig. 3 Top core region, 80 cm axially

Fig. 4 Top reflector region, 20 cm axially
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rium core. Participants have to make use of the simplified set of
macroscopic cross sections with no state-parameter dependence.
This approach facilitates better and well-defined comparisons but
also allows broader participation in the benchmark. The calcula-
tions are performed in two energy groups with a thermal cutoff of
3.059 eV. In total 190 data sets are included in the library and are
assigned to positions shown in the figure in the Appendix. The
five flow channels, each with 22 axial regions, make up 110 ma-
terials with the balance mainly made up by graphite at different
temperatures and with different fine group spectra and therefore
different few-group cross sections. The different material numbers
correspond with the so-called spectrum regions and can therefore
also be used as a first estimate of the mesh for determining state
parameters, which can then be used to reconstruct cross sections.

The participants are requested to report k-eff, 2D R-Z power
profile, two-group flux profiles, and core leakage. The calculation
mesh is determined by each participant, which implies that each
participant has to obtain a spatially converged solution.

4 Numerical Results and Comparisons

4.1 Cylindrisized IAEA LWR Problem. This section com-
pares the accuracy and the performance of the ANM and the NEM
nodal approaches versus a finite-difference reference solution of
the cylindrisized IAEA problem. The reference solution is ob-
tained via linear extrapolation of two sets of finite-difference cal-
culations, with the following number of meshes �radial� radial
� radial�: �a� �70�32�76� and �b� �105�48�114�. This ap-
proach is similar to that used in the original Cartesian benchmark
problem. Flux results are given for a set of 39 “assemblies,” laid
out as indicated in Fig. 6. Figure 5 illustrates how the zones in
Fig. 6 should be interpreted since they are illustrated on a rectan-
gular grid.

The ANM requires a small number of additional calculational
meshes near the center of the system as shown in Table 1. This
requirement is due to the conformal mapping approach, which

places a limit on the ratio of adjacent radii �should not exceed
approximately 2.5�. A NEM calculation is also included on the
same mesh. Using the above discretizations, a comparison of re-
activity predictions is given in Table 2.

Results in Table 2 indicate that all nodal approaches produce an
accurate k-eff. Relative times of the nodal approaches indicate that
the NEM outperforms the ANM by approximately a factor of 4.
Disregarding the fact that the codes might be differently acceler-
ated, some performance lag is expected in the case of the ANM
since the conformal mapping approach introduces an extra inho-
mogeneous source in the one-dimensional equations, which has to
be resolved via an extra iteration level.

Since the finite-difference calculations are performed without
appropriate inner iteration acceleration, the observed performance
advantage factor from the nodal methods is in the order of 10,000.
Appropriate acceleration would reduce the finite-difference calcu-
lation time by a factor of approximately 10, and hence we would
obtain typical nodal performance advantage factors �order of
1000�.

In order to investigate the accuracy of the methods further, Figs.
7 and 8 represent relative assembly averaged fluxes and relative
assembly average flux errors for the various nodal approaches and
meshes, respectively. Fluxes in Fig. 7 are normalized to an aver-
age core power of 1.

Results in Fig. 8 confirm that both the ANM and NEM models
capture assembly averaged flux errors within the typical margins
for nodal diffusion codes. In all cases, slightly larger errors are
visible in the inner control rod and outer reflector zones. An in-
teresting observation relates to the fact that the NEM code, which
does not have meshing restrictions near the center as in the case of
the ANM conformal mapping approach, also requires central
mesh refined in order to decrease the flux errors in these regions.
This observation potentially points to the fact that cylindrical ge-
ometry severely challenges the quadratic leakage approximation,
especially in the radial extremities where the nodal aspect ratios
become most skewed. Care should thus be taken in choosing a
meshing scheme in these regions, irrespective of the nodal method
under consideration.

Since Fig. 8 showed assembly averaged flux errors, maximum
nodal power errors are presented in Table 3. The nodal power
errors in Table 3 are larger than what would typically be expected
from nodal codes. In both cases �ANM and NEM�, the maximum
power error occurs in relatively isolated locations. In the case of
the ANM approach, the maximum error of 3.79% occurs at the
axial rod tip of the central control assembly �Assembly 1�, and in
the case of NEM, the maximum error occurs radially adjacent to
the rod tip of the partially inserted control assembly �Assembly 4�.

Fig. 5 Rectangular representation of the segment

Fig. 6 Resulting regions or assemblies for the cylindrisized
LWR problem. Results are reported on 39 different edit regions,
on an axial discretization of 20 cm.

Table 1 Radial plane mesh discretization

Code �direction� Calculational mesh

ANM method �radial� �cm� �1.0, 2.0, 3.0, 4.0�, �8, 12�, 25, 20, 25, 20, 15, 15, 25
NEM �radial�, coarse �cm� 10.0, 20.0, 25, 20, 25, 20, 15, 15, 25
NEM �radial�, refined �cm� �1.0, 2.0, 3.0, 4.0�, �8, 12�, 25, 20, 25, 20, 15, 15, 25
ANM �azimuthal� �deg� 5.625, 14.0625, 14.0625, 5.625, 5.625
NEM �azimuthal� �deg� 5.625, 14.0625, 14.0625, 5.625, 5.625

Table 2 3D eigenvalue „k-eff… and timing results for the LWR
problem

Calculation k-eff �error� Time

Extrapolated FD reference 1.03353
Refined FD �105�48�114� 1.03348 �4 pcm� 9300 min
NEM �coarse mesh� 1.03359�6 pcm� 10 s
NEM �refined mesh� 1.03349 �4 pcm� 14 s
ANM 1.03350 �3 pcm� 57 s
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In both these cases, the origin of the problem most probably lies
in the application of the quadratic transverse leakage approxima-
tion in cylindrical geometry. The verification of this statement and
possible remedies in this regard are left for future work.

4.2 PBMR 400 MW Benchmark Problem. Exercise 1 of the
PBMR 400 MW benchmark problem is a much larger problem
compared with the IAEA problem to be analyzed. There are four
reflector regions �in radial plane—central column and the outer
radial reflector and two axial reflectors� with very large dimen-
sions �when compared with typical water-moderated reactors�. For
the two void regions, directional dependent diffusion coefficients

as specified in Ref. �4� are applied in all calculations. The refer-
ence solution was obtained by spatial mesh refinement studies
until a spatially converged solution was obtained using the finite-
difference method in BOLD VENTURE �5�. The reference �R�Z�
fine mesh was obtained to be �585�1450�. The ANM method
uses the coarse mesh associated with the material mesh, as shown
in the figure in the Appendix. The NEM method uses twice refined
mesh as compared with the ANM mesh.

The use of a common cross section library without any state-
parameter dependencies has resulted in a small spread in k-eff, as
can be seen in Table 4. Power and flux profiles �averaged radially
and axially�, as predicted by ANM and NEM, compare very well
with the reference solution, as can be seen in Figs. 9–12. Larger
differences are observed when 2D two-group flux maps are com-

Table 4 Eigenvalue „k-eff… and timing results for the PBMR
problem

Calculation k-eff �error� Time

Benchmark based FD reference 1.00463 �600 min
NEM �twice refined� 1.00461 �2 pcm� 361 s
ANM �coarse mesh� 1.00462 �1 pcm� 25 s

Fig. 9 Exercise 1 results for radial fast flux profiles

Fig. 10 Exercise 1 results for radial thermal flux profiles

Fig. 11 Exercise 1 results for axial fast flux profiles

Fig. 7 Extrapolated finite-difference reference solution

Fig. 8 Relative assembly average flux errors „in %…

Table 3 Assembly-averaged power errors and nodal power er-
rors based on the discretization in Figs. 1–4. The maximum and
average thermal flux errors are edited from the full calculation,
including reflector regions.

Calculation

Assembly
averaged power error

�ave., max.�
�%�

Maximum
nodal power error

�%�

NEM �refined� �0.92, 2.24� 3.68
ANM �0.57, 1.27� 3.79
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pared. These comparisons are performed on the material mesh as
shown in the figure in the Appendix. The summary of the com-
parative analysis only for the core region is shown in Table 5. The
differences, which are much larger in the reflector regions up to
8%, may be caused by differences in solution methods �some
convergence difficulties are experienced with NEM at the outer
boundaries of the system due to the very large dimensions of the
reflector—when compared with typical water-moderated reac-
tors�, boundary conditions, or remaining model approximations.
One of these is the treatment used to represent the streaming ef-

fects in the void regions defined to be treated by directional dif-
fusion coefficients. This is confirmed to some extent by the de-
tailed flux results, where the largest deviations are seen close to
the void areas.

The timing comparisons shown in Table 4 demonstrate that for
both nodal methods a significant performance increase was found
as compared with spatially converged finite-difference calcula-
tions with BOLD VENTURE �which uses the same CITATION based
finite-difference formulation as the method currently employed by
the PBMR �Pty� Ltd. for design analysis�.

5 Conclusions
In this work we compare two nodal approaches—NEM and

ANM �implemented in OSCAR�—in terms of accuracy and perfor-
mance. Representative problems, selected to test the methods
thoroughly, were devised and based on both a modified version of
the PBMR 400 MW benchmark problem and a cylindrisized ver-
sion of the IAEA two-group problem. The comparative results
between OSCAR and NEM are given, focusing on global reactivity
estimation, as well as power and flux errors, as compared with
reference finite-difference solutions.

These results indicate that both OSCAR and NEM recover the
global reference solution for the IAEA problem and show power
errors that are generally acceptable for nodal methods. For the
PBMR problem, the accuracy is similar, but some convergence
difficulties are experienced at the outer boundaries of the system
due to the very large dimensions of the reflector �when compared
with typical water-moderated reactors�.

For both codes, a significant performance increase was found as
compared with finite-difference calculations, which is the method
currently employed by the PBMR �Pty� Ltd. In conclusion it
seems that nodal methods have potential for use in the HTR
analysis and, specifically, PBMR calculational arena, although cy-
lindrical geometry based nodal methods will have to develop to-
ward maturity before becoming the industry standard.

Appendix

Exercise 1: PBMR core neutronics model cylindrical R-Z view.

Fig. 12 Exercise 1 results for axial thermal flux profiles

Table 5 Material mesh-averaged flux errors only in the core
region

Calculation

Fast flux error
�ave., max.�

�%�

Thermal flux
error �ave., max.�

�%�

NEM �twice refined� �0.51, 0.71� �0.51, 1.05�
ANM �coarse mesh� �0.80, 2.52� �0.82, 2.89�
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On the Performance of Very High
Temperature Reactor Plants With
Direct and Indirect Closed
Brayton Cycles
The performance of very high temperature reactor plants with direct and indirect closed
Brayton cycles (CBCs) is compared and the effects of the molecular weight of the CBC
working fluid on the number of stages and sizes of the axial flow, single shaft compressor
and turbine are investigated. The working fluids considered are helium (4 g/mole), He–
Xe, and He–N2 binary mixtures (15 g/mole). Also investigated are the effects of using low
and high pressure compressors with intercooling, instead of a single compressor, and
changing the reactor exit temperature from 700°C to 950°C on the plant thermal effi-
ciency, the CBC pressure ratio, and the number of stages in and size of the turboma-
chines. For plants with direct CBCs, the effect of cooling the reactor pressure vessel with
He bled off at the exit of the compressor is also investigated. The present analyses are
performed for a reactor thermal power of 600 MW, shaft rotation speed of 3000 rpm, and
intermediate heat exchanger temperature pinch of 50°C.
�DOI: 10.1115/1.3126264�

1 Introduction
Helium-cooled very high temperature reactor �VHTR� concepts

with direct and indirect closed Brayton cycles �CBCs� for energy
conversion are being developed in the United States, Europe, Rus-
sia, Japan. and South Africa �1–4�. With reactor exit temperatures
of 850–950°C the plant has a thermal efficiency �40% and can
provide process heat for the cogeneration of hydrogen using ther-
mochemical processes �1–4� and for other industrial uses. Such
high temperatures, however, pose challenges to the selection of
materials for the reactor pressure vessel �RPV� and the heat ex-
changers and to the fuel performance, to mention a few.

In order to use steel alloys, bleed cooling of RPV would be
necessary to keep the vessel wall temperature below 371°C
�644 K�; in this paper this option is used only with helium direct
CBC �Fig. 1� �5,6�. Without bleed cooling of the RPV, the return-
ing helium gas from the recuperator cools the RPV wall only to or
below 490°C �763 K� before entering the reactor core. This rela-
tively high vessel wall temperature favors using Mo–Cr alloys,
requiring further development and testing and could delay deploy-
ment date.

While helium has the best transport and thermal properties of
all noble gases, its low molecular weight �4 g/mole� significantly
increases the size and number of stages of the CBC turbomachines
�7,8�. Mixing helium with xenon to a molecular weight of
15 g/mole increases the forced convection heat transfer coefficient
by �7% and significantly reduces the aerodynamic loading of the
compressor and turbine blades �7�. Similar results have been re-
ported for He–N2 binary mixture with the same molecular weight
�8�.

Nitrogen is relatively inexpensive and more abundant than xe-
non, however, potential nitriding and embrittlement of the struc-
ture is a concern with high temperature operation for extended
periods. The Xe and N2 gases should be excluded as reactor cool-
ants because they decrease the beginning of life excess reactivity

due to neutron capture and contaminate CBC loop components
with irradiation products. Examples are 125Xe �T1/2=16.9 h� and
134Cs �T1/2=2.06y�, which emit high energy gammas, and 14C
�T1/2=5715y� and 3H �T1/2=12.32y�, which emit beta particles
�9�. Therefore, the use of binary mixtures of He–Xe and He–N2
should be limited to indirect CBCs �Fig. 1�b��.

VHTR plants with both direct and indirect CBCs for energy
conversion �Figs. 1�a� and 1�b�� are being considered. With direct
CBC, the reactor coolant is also the CBC working fluid, simpli-
fying the plant layout. Also, for the same turbine inlet tempera-
ture, the reactor exit temperature is lower than in the plants with
indirect CBCs. Plants with indirect CBCs could use helium for
cooling the reactor and higher-molecular binary mixture CBC
working fluids for reducing the size and number of stages of the
turbomachines. In addition to minimizing the impact of changing
the electrical load demand on the reactor operation, indirect CBC
provides flexibility in maintenance and operation and for supply-
ing process heat to a hydrogen generation facility, but decreases
the plant thermal efficiency.

Using low pressure compressor �LPC� and high pressure com-
pressor �HPC� with intercooling in direct and indirect CBCs de-
creases the compression work and the bleed fraction for cooling
the electrical generator, turbine disks, and shaft bearings �Figs.
1�a� and 1�b��. Bleeding off helium at the exit of the compressor
to cool the RPV is used in the Japanese GTHTR300 plant with
direct helium CBC �5,6� �Fig. 1�a��. In this plant, bleeding off
only 0.2% of the helium flow was enough �5� to keep the RPV
wall temperature at or below 371°C �644 K�. Since RPV bleed
cooling is not practically possible for the plants with indirect
CBCs, the temperature of the primary loop helium entering the
reactor is kept constant at or below 490°C �763 K� �10�, as in the
GT-MHR �4� and the NGNP �1,3� plants �Fig. 1�b��.

To determine the impact of using direct or indirect CBC with
different working fluids on the plant thermal efficiency and the
size and number of stages of the CBC turbomachines, detailed
models of the compressor and the turbine are developed �8�. These
models, only briefly summarized in this paper, have been vali-
dated for the GTHTR300 helium compressor and turbine �11,12�.
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The determined number of stages, polytropic efficiencies, pressure
ratios, and the hardware details were in excellent agreement with
the reported values �8�.

To investigate the effect of the molecular weight of the CBC
working fluid on the performance of the VHTR plant with indirect
CBC, the present analyses considered helium in direct CBC plants
and helium and binary mixtures of He–Xe and He–N2
�15 g/mole� in indirect CBC plants. Also investigated are the ef-
fects of using LPC and HPC with intercooling instead of a single
compressor, using bleed cooling of the RPV in the plants with
helium direct CBC �Fig. 1�a��, and changing the reactor exit tem-
perature from 700°C to 950°C on the plant thermal efficiency,
cycle pressure ratio, polytropic efficiency, and the number of
stages in and size of the turbomachines. The present analyses are
performed for a shaft rotation speed of 3000 rpm, reactor thermal
power of 600 MW, and a 50°C temperature pinch in the interme-
diate heat exchanger �IHX� for the plants with indirect CBCs �Fig.
1�b��.

2 Model Description
The present compressor and turbine design and performance

models are based on a mean-line analysis of vortex free flow
along the blades �13–17�. The compressor and turbine are de-
signed for constant axial flow velocity Vx in the stages and con-
stant mean-line blade radius rm. In all stages, the mean flow co-
efficient �m is kept constant, assuming uniform loading coefficient
�m and reaction Rm. The gas flow enters the first stage axially,
Vin=Vx, and exits the last stage also axially, Vex=Vx.

Figures 2�a� and 2�b� present typical velocity triangles at the
leading and trailing edges of the turbine and compressor rotor
blade cascades. The x-coordinate coincides with the axis of the
turbomachine, and � is the angular coordinate. The subscripts 1
and 2 refer to the cascade inlet and exit stations. The absolute
velocity in the stationary coordinate system V becomes W in the

rotating coordinate system. The tangential velocity of the rotating
blades U=U� and � and � are the absolute and relative velocity
angles. The gas turning angle of the compressor blades is much
smaller than the turbine, limiting the boundary layer separation
due to a positive pressure gradient. In addition to the velocity

triangles, other input to the turbomachine models includes Ṅ, Pin,

Tin, the shaft mechanical work Ẇ, the number of rotor stages, and
the shaft rotational speed �. The blades aspect ratio for the com-
pressor stators H /C=1.7 and 1.4 for all other blades. The maxi-
mum thickness ratio for the turbine blades tmax /C=0.2 and 0.1 for
the compressor blades �Fig. 3�. The trailing edge thickness ratio
for all turbine cascades, except the exit guide vanes �EGVs�
tTE /S=0.02 �16,17�; while for all compressor cascades, tTE /C
=0.00046 �same as for the symmetric NACA 65A010 compressor
airfoils �14��. When the blades are shrouded, the blade tip clear-
ance �=1 mm and the number of tip seals are specified in the
input. For the compressor blades and the turbine EGVs, the rela-
tive position of the maximum camber is Z /C=0.5. The thermody-
namic and transport properties of the working fluids are calculated
using reported semi-empirical relationships developed and vali-
dated successfully against a large experimental database for tem-
perature from 300–1400 K and pressure of up to 20 MPa
�7,18,19�.

2.1 Compressor Model. The compressor model accounts for
the profile, secondary, end wall, and tip clearance pressure losses.
The profile loss coefficient is calculated using the approach by
Koch and Smith �20� and the secondary flow loss coefficient is
calculated using the correlation proposed by Howell �21�. The end
wall losses are calculated using the approach of Aungier �14� and
the tip clearance losses are calculated using the model of Yaras
and Sjolander �22� for the turbine blades, after substituting
cos��2� for cos��1�. This is because the compressor blade losses
are calculated based on the inlet flow conditions.

The values of �Z /C�, the maximum camber �b /C�, and the
blade angles measured from the chord line �	1 and 	2� uniquely
define the parabolic-arc camberline profile �14� of the compressor
blades �Figs. 3�b� and 4�. The blades camber angle �=	1+	2
=
1−
2. The leading edge �LE� and trailing edge �TE� angles of
the blades 
1 and 
2 are calculated from the determined optimum
incidence and deviation angles. The compressor model uses a so-
lidity �=1.10 for the inlet guide vanes �IGVs� and computes the
optimum solidity for the other cascades using a developed corre-
lation based on the optimum values of � for minimizing the sum
of the profile and the secondary flow loss coefficients.

Fig. 1 Direct and indirect closed Brayton cycles

Fig. 2 Velocity triangles for turbine and compressor
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2.2 Turbine Model. The parabolic-arc camberline profile
�Figs. 3�a� and 4� is also used in the turbine model, but with
caution, to predict the blade cascade geometry. The turning angle
and the maximum thickness of the turbine blades are larger than
those of the compressor blades, and 
1�
2. The turbine blades
camber angle is �=	1+	2=
1+
2. The optimum solidity for the

turbine blades cascade is calculated using the correlation by
Aungier �15�, based on matching the Ainley–Mathieson �17� mini-
mum profile loss coefficient. The turbine blades are designed for a
zero incidence angle and the deviation angle at the trailing edge is
calculated using a correlation by Zhu and Sjolander �23�.

Because the turning angle of turbine blades is larger than in the
compressor, they are very sensitive to the value of the maximum
camber position �Z /C�, which may not be known accurately. The
turbine model uses the values recommended by Kacker and
Okapuu �16� for predicting the staggered angle of typical turbine
blade cascades  as a function of 
1 and 
2. This staggered angle
is used to determine the blade angles with respect to the chord line
�Fig. 4�. The location of the maximum camber �Z /C, b /C� is
obtained from simultaneously solving equations describing the
blade shape. The pressure losses in the turbine are calculated us-
ing recommended correlations from various sources �24–26�.

3 Plant Analyses
The plant analyses assume recuperator effectiveness of 0.95,

compressor inlet temperature of 301 K, and reactor inlet pressure
of 7.0 MPa �Figs. 1�a� and 1�b��. The pressure losses in the cold
and hot legs of the recuperator and in the pre- and intercoolers are
assumed to be 1.5% and 1.9%, and 1.5% of inlet pressure �Figs.
1�a� and 1�b��. The assumed shaft mechanical efficiency is 99%
and the generator efficiency is 98.7%. The analyses also assume
fixed flow channels dimensions in the VHTR core.

For the plants with direct and indirect He-CBCs �Figs. 1�a� and
1�b��, the bled off flow of the working fluid at the exit of the
compressor cools the turbine casing and disks, shaft bearings, and
the electrical generator. For the plants with He-direct CBC, addi-
tional flow is bled off at the exit of the compressor to cool and
keep the temperature of the RPV wall �371°C �644 K� �Fig.
1�a��. With such RPV bleed cooling, the inlet temperature to the
reactor core increases freely as the reactor exit temperature in-
creases.

The bled off flow for cooling the generator and turbomachines
is calculated assuming a temperature of 550 K at the inlet of the
mixing chamber �Figs. 1�a� and 1�b��; it varies from 1% to 13%.
This temperature is dictated by the electrical insulation of the
generator. In the plants with indirect CBCs, analyses assume a
50°C temperature pinch in the IHX �Fig. 1�b��. The losses in the
IHX primary leg are taken to be equal to 1.7% of the inlet pres-
sure. The electrical power to circulate the primary loop helium
�Fig. 1�b��, calculated assuming a circulator isentropic efficiency
of 87%, varies from 10 MW to 35 MW, depending on the oper-
ating conditions. As a result, when heat losses are neglected the
thermal power transferred to the CBC loop through the IHX varies
between 610 MW and 635 MW.

4 Results and Discussion
The present analyses of the VHTR plants with direct and indi-

rect CBCs, with and without intercooling, are performed for reac-
tor exit temperatures of 973–1223 K �Figs. 1�a� and 1�b��. For the
plant with direct He-CBC, the analyses are performed with and
without RPV bleed cooling. For the plants with indirect He,
He–Xe and He–N2 CBCs, the performed analyses are for constant
reactor inlet temperature of 490°C �763 K�.

4.1 Direct He-CBC Plants With RPV Cooling. Without in-
tercooling, there is only one compressor, while with intercooling,
the LPC, and HPC operate at the same inlet temperature of 301 K
and same compression ratio �Figs. 1�a� and 1�b��. When cooling
the RPV with helium bled off at the exit of the HPC, the plant
operates near its peak thermal efficiency. The low cycle pressure
ratio �2.25–2.3� increases very little as the reactor exit temperature
increases �Figs. 5�a� and 5�b��. The nominal operation points of
the VHTR plants with intercooling are indicated by the blue cir-
cular solid symbols in Fig. 5�b�. The corresponding plant thermal
efficiency increases steadily with increasing the reactor exit tem-

Fig. 3 Turbine and compressor blade cascades

Fig. 4 Blade profile with parabolic-arc camberline
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perature, but remains very close to its peak value �Fig. 5�b��. It
increases steadily from 41.8% to 51.5% as the reactor exit tem-
perature increases from 973 K to 1223 K. The reactor inlet tem-
perature also increases from 721 K to 886 K as its exit tempera-
ture increases from 973 K to 1223 K. Without intercooling, the
reactor inlet temperature is slightly higher than with intercooling,
increasing from 755 K to 932 K as the reactor exit temperature
increases from 973 K to 1223 K �Fig. 5�a��. The plant with non-
intercooled direct He-CBC has lower thermal efficiency �Fig.
5�b��, which increases steadily from 38.4% to 47.6% as the reac-
tor exit temperature increases from 973 K to 1123 K �Fig. 5�a��.

By contrast, without bleed cooling of the RPV the inlet tem-
perature to the reactor core is constant �490°C�, and the cycle
pressure ratio increases, but the plant thermal efficiency decreases
as the reactor exit temperature increases �Figs. 5�a� and 5�b��.
When the reactor exit temperature is �1023 K, the thermal effi-
ciency of the plant without intercooling decreases steadily and the
cycle pressure ratio increases with increasing the reactor exit tem-
perature. The plant thermal efficiency is much lower and the cycle
pressure ratio is much higher than in the plant with LPC, HPC,
and intercooling �Figs. 5�a� and 5�b��. For reactor exit tempera-
tures �1023 K, both the thermal efficiency and the cycle pressure
ratio of the plant with direct He-CBC and without intercooling are
lower than those with intercooling.

The differences in the thermal efficiency and the cycle pressure
ratio of the plants with He-direct CBC without RPV bleed cooling
and intercooling are significantly lower and higher than those of
the plants with RPV bleed cooling, but without intercooling. The
results in Figs. 5�a� and 5�b� clearly indicate that for the best
performance of the VHTR plants with direct He-CBCs, using
RPV cooling, LPC, and HPC with intercooling is recommended.
With intercooling, however, the combined number of stages is

higher and the size of the compressors is larger, as will be shown
later in Figs. 8 and 9. The pressure ratio and the exit temperature
of the LPC and HPC are much lower than for a single compressor,
resulting in lower helium bleed fraction for cooling the generator
and the shaft bearings �Fig. 1�a��.

4.2 Direct and Indirect He-CBCs Without RPV Cooling.
Figures 6�a� and 6�b� compare the performance of the VHTR
plants with direct and indirect He-CBCs, with and without inter-
cooling, but without bleed cooling of the RPV. For these plants the
reactor inlet temperature is constant at 490°C �763 K�. For the
same reactor exit temperature, the plants with intercooling operate
at slightly higher cycle pressure ratios but significantly higher
thermal efficiencies. Using intercooling steadily increases the
plant thermal efficiency as the reactor exit temperature increases.
Without intercooling, the plant efficiency increases as the reactor
exit temperature increase up to �1123 K, then decreases with a
further increase in the reactor exit temperature �Figs. 6�a� and
6�b��. The differences in the performance of the plants with indi-
rect and direct He-CBCs are primarily due to the 50 K pinch in
the IHX �Fig. 1�b��. Thus, for the same reactor exit temperature,
the turbine of the indirect He-CBC operates cooler than in the
direct cycle, resulting in 5.5–7.5% point decrease in the thermal
efficiency of the plant without intercooling, and 3–6% point drop
in the efficiency of the plant with intercooling.

4.3 Plants Performance With Indirect CBCs. This section
compares the performance of VHTR plants with indirect CBCs,
with and without intercooling, and without RPV bleed cooling
�Figs. 7�a� and 7�b��. The results for He–Xe and He–N2 working
fluids �15 g/mole� are compared with those of helium, at the same
reactor exit temperature. With He–N2 and He–Xe binary mixture
working fluids, the pressure losses in the CBC loop increase by a

Fig. 5 Effect of RPV cooling on performance of direct He-CBC
VHTR plants

Fig. 6 Direct and indirect He-CBC VHTR plants without RPV
cooling
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factor 2.7, compared with those in the He-CBC �7�, when operat-
ing at the same temperature, pressure, and molar flow rate. Thus,
with He–N2 or He–Xe �15 g/mole�, the analyses assume the di-
ameters of the flow channels of the indirect CBC loop increase by
23% in order to maintain the same relative pressure losses as with
helium �7�. The turbines for the higher-molecular weight working
fluids �He–N2 and He–Xe �15 g/mole�� are designed for a higher
mean-radius flow coefficient of 0.60 �compared with 0.433 for
He�, which corresponds to near optimum polytropic efficiency
�13,15�.

Figures 7�a� and 7�b� show that for the same reactor exit tem-
perature, the plants with indirect He and He–Xe CBCs operate at
the same cycle pressure ratio �Fig. 7�b��. This is because He–Xe
behaves essentially as a pure noble gas with a specific heat ratio of
�1.67. By contrast, the plant with indirect He–N2 CBC operates
at a higher cycle pressure ratio �Fig. 7�a��, because He–N2 of the
same molecular weight of 15 g/mole has a lower specific heat
ratio ��1.45� �7,8,19�. The plants with intercooling operate at
slightly higher pressure ratios than the plants without intercooling
because of higher pressure losses in the former �Fig. 7�b��.

At a reactor exit temperatures �1090 K, the plants with
He–N2 indirect CBCs without intercooling deliver higher perfor-
mance than those with He-CBCs without intercooling �Fig. 7�a��.
This is because the He–N2 turbine and compressor have higher
polytropic efficiencies �93.2% and 90.9%� than their He counter-
parts. At higher reactor exit temperatures, however, the plant with
the nonintercooled indirect He–N2 CBC has lower thermal effi-
ciency than that with indirect He-CBC. This is because the former
operates at a higher cycle pressure ratio, which translates into
higher compressor exit temperature and higher bleed flow for
cooling the shaft bearings and electrical generator �Fig. 1�b��.

The thermal efficiency of the VHTR plant with indirect He–Xe
CBC, but without intercooling is 1–1.6% points higher than the

plant with indirect He-CBC �Fig. 7�a��. The two CBCs operate at
the same pressure ratio, but the higher-molecular weight turbine
and compressor are more efficient, having polytropic efficiencies
of 93.3% and 90.8%. By contrast, the helium turbine and com-
pressor have polytropic efficiencies of 92.3% and 90.5%, which
are nearly independent of the VHTR exit temperature, using the
design rules of this work.

The VHTR plants with intercooled indirect CBCs operate at
higher thermal efficiencies than the plants without intercooling
�Fig. 7�a��. The CBC working fluid has very little effect on the
thermal efficiency of the plants employing indirect CBCs with
intercooling. The turbine has the same polytropic efficiency as
that in the nonintercooled CBC, but the LPC and HPC are slightly
less efficient than the single compressor in the CBC without in-
tercooling. The polytropic efficiencies of the He, He–Xe, and
He–N2 LPCs are 90.3%, 90.3%, and 90.4%, and those of the
HPCs are 90.1%, 90.1%, and 90.4%, respectively.

4.4 Effect of Working Fluid on Turbomachine Size. For the
plants employing direct He-CBCs with RPV bleed cooling, in-
creasing the reactor exit temperature increases both its inlet tem-
perature and the number of stages of the turbine and compressor.
In the plants with intercooling, the combined number of stages of
the helium LPC and HPC are higher than of the single compressor
in the CBC of the plants without intercooling. Also, the number of
stages in the helium turbine for the CBC with intercooling is
higher than the helium turbine in the direct-CBC without
intercooling.

For the plants with direct He-CBC without intercooling, when
operating at a reactor exit temperature of 1173 K the turbine has 8

Fig. 7 Indirect CBC VHTR plants without RPV cooling

Fig. 8 Number of stages in turbomachine with He, He–Xe, and
He–N2 indirect-CBCs
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stages and the compressor has 25 stages. By contrast, for plants
with the direct He-CBC with intercooling, the turbine has 11
stages, the LPC has 13 stages, and the HPC has 18 stages, for a
total of 31 stages.

As shown in Figs. 8�a� and 8�b�, the number of stages of the
He–Xe and He–N2 compressors and turbines for plants with the
indirect CBCs is considerably smaller than in the He-CBC plants,
when operating at the same reactor exit temperature. The size and
the number of stages in the turbine and the compressor, however,
increase as the reactor exit temperature increases �Figs. 8�a� and
8�b��. At a reactor exit temperature of 900°C �1173 K�, the
He–Xe turbine has only 5 stages and the He–N2 turbine has 6
stages, compared with the 17 stages in the helium turbine �Figs.
8�a� and 9�.

Similarly, the plants with He–Xe and He–N2 indirect CBCs
require 15 and 20 compression stages, compared with 47 stages
for the He-CBC plants �Figs. 8�b� and 9�. As a result, the rotor
shafts of the He–N2 and He–Xe turbomachines are a factor 2 and
3 shorter than that of the helium turbomachines �Fig. 9�. In addi-
tion to the reduced capital cost of the turbomachines; shorter
shafts are dynamically more stable and would have longer opera-
tion life. Also, for these shafts the lighter rotor’s bearings are
easier to design.

5 Summary and Conclusions
Design models of multistage axial flow turbomachines for

CBCs are developed and the effect of the molecular weight of the
CBC working fluid on the VHTR plant performance and the num-
ber of stages in and the size of the compressor and turbine are
investigated. The working fluids considered are helium in the
VHTR plants with direct and indirect CBCs, He–Xe, and He–N2
with a molecular weight of 15 g/mole for the plants with indirect
CBCs. Investigated are the effects on the plant thermal efficiency,
cycle pressure ratio, and number of stages in and the size of the
turbomachines of the following: �a� using LPC and HPC with
intercooling in direct and indirect CBCs, instead of a single com-
pressor, �b� cooling the VHTR pressure vessel with He bled off at
the exit of the compressor versus keeping the helium inlet tem-
perature to the reactor constant at 490°C in the plants with direct

He-CBCs, and �c� changing the reactor exit temperature from
700°C to 950°C. The plant analyses are performed for shaft ro-
tation speed for the turbomachines of 3000 rpm, reactor thermal
power of 600 MW, and temperature pinch of 50°C in the IHX for
the VHTR plants with indirect CBCs �Fig. 1�b��.

Based on the obtained results, the following conclusions are
reached.

�a� In VHTR plants with direct He-CBCs, when the reactor
exit temperature �1023 K–1073 K �750–800°C�, us-
ing bleed cooling of RPV and LPC and HPC with inter-
cooling is highly recommended. The plant thermal effi-
ciency is highest, and the cycle compression ratio is
relatively low and increases very little as the reactor exit
temperature increases.

�b� At reactor exit temperatures �1073 K, maintaining the
reactor inlet temperature constant at 490°C, and using
LPC and HPC with intercooling lowers the cycle pressure
ratio and slightly lowers the plant thermal efficiency be-
low that in �a� above. Thus, this plant with direct He-
CBC and without RPV cooling may be used when the
reactor exit temperature is 1023–1073 K.

�c� Using LPC and HPC with intercooling in VHTR plants
with both direct and indirect CBCs steadily increases the
cycle pressure ratio, the plant thermal efficiency, and the
reactor inlet temperature as the reactor exit temperature
increases. However, for the same cycle pressure ratio,
intercooling significantly increases the thermal efficiency
of the plant.

�d� The thermal efficiencies of the plants with indirect CBCs
and LPC and HPC with intercooling are higher than those
of the plants without intercooling, and almost indepen-
dent of the molecular weight of the working fluid, but
increase steadily with increased reactor exit temperature.

�e� Intercooling in the VHTR plants with direct He-CBCs
and RPV bleed cooling decreases the reactor inlet tem-
perature but increases the number of the compressor and
turbine stages. The number of these stages also increases
as the reactor exit temperature increases.

�f� In the helium plants employing CBCs without intercool-
ing, the stages of the turbomachines are fewer than for
the CBCs with intercooling, but the reactor inlet tempera-
ture is higher.

�g� In the plants with indirect CBCs and working fluids of
He–Xe and He–N2 �15 g/mole�, the number of stages of
the compressor and the turbine are significantly fewer
and the length of the rotating shaft is much shorter than
for the helium turbomachines. Such reductions in the size
and mass of the turbomachines for the He–Xe and
He–N2 working fluids translate into considerable cost
saving, higher operation reliability, and lower
maintenance.

Acknowledgment
This research is sponsored by the University of New Mexico’s

Institute of Space and Nuclear Power Studies.

Nomenclature
b � maximum camber of blade �m�
C � actual chord length of blade �m�; compressor

Cx � axial chord length of blade �m�, Cx=C�cos 
H � height of blades �m�
M � molecular weight �kg/mole�
Ṅ � molar flow rate �mole/s�
P � pressure �Pa�
r � radius �m�

R � stage reaction

Fig. 9 Comparison of the size and dimensions of single-shaft
turbomachine with intercooling

032902-6 / Vol. 132, MARCH 2010 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.96. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



S � pitch or distance between blades in cascade
�m�

tmax � maximum blade thickness �m�
tTE � thickness of blades trailing edge �m�

T � temperature �K�; turbine
U � rotor tangential velocity �m/s�, U=r�
Vx � gas meridional velocity component �m/s�
V� � gas tangential velocity component �m/s�
W � gas relative velocity vector �m/s�, W=V−U
Z � position of maximum camber �m�

Greek
� � angle between gas absolute velocity vector and

meridional plane �deg�

 � blade angle relative to meridional plane �deg�

�P � total pressure loss �Pa�
� � recuperator effectiveness
� � blade camber �or turning� angle �deg�
� � stage loading �work� coefficient
� � coolant dynamic viscosity �kg /m s�
� � density �kg /m3�
� � blade cascade solidity, �=C /S
� � blades clearance gap �m�
� � stage flow coefficient, �=Vx /U
� � angle between gas relative velocity vector and

meridional plane �deg�
 � blades staggered angle �deg�
	 � blade angle measured from the chord line

�deg�
� � Shaft angular speed �radians/s�

Subscripts/Superscripts
in � inlet flow
m � median location of annular flow passage

x, z � Axial component
1 � inlet or leading edge of rotor blades cascade
2 � exit or trailing edge of rotor blades cascade
� � tangential or “whirl” component

References
�1� Idaho National Engineering and Environmental Laboratory, 2007, “Next Gen-

eration Nuclear Plant—Pre-Conceptual Design Report,” Report No. INEEL/
EXT-07-12967.

�2� Oh, C. H., Barner, R., Davis, C., and Sherman, S., 2006, “Evaluation of Work-
ing Fluids in an Indirect Combined Cycle in a Very High Temperature Gas-
Cooled Reactor,” Nucl. Technol., 156, pp. 1–10.

�3� Johnson, G. A., 2008, “Power Conversion System Evaluation for the Next
Generation Nuclear Plant �NGNP�,” Proceedings of the International Con-
gress on Advances in Nuclear Power Plants (ICAPP 08), American Nuclear
Society, Anaheim, CA, Jun. 8–12, Paper No. 8253.

�4� No, H. C., Kim, J. H., and Kim, H. M., 2007, “A Review of Helium Gas
Turbine Technology for High-Temperature Gas-Cooled Reactors,” J. Nuclear
Engineering and Technology, 39�1�, pp. 21–30.

�5� Yan, X., Kunitomi, K., Nakata, T., and Shiozawa, S., 2002, “Design and De-

velopment of GTHTR300,” Proceedings of the First International Topical
Meeting on HTR Technology (HTR2002), Petten, Netherlands, Apr. 22–24,
International Atomic Energy Agency, Vienna, Austria.

�6� Yan, X., Takizuka, T., Takada, S., Kunitomi, K., Minatsuki, I., and Mizokami,
Y., 2003, “Cost and Performance Design Approach for GTHTR300 Power
Conversion system,” Nucl. Eng. Des., 226, pp. 351–373.

�7� El-Genk, M. S., and Tournier, J.-M., 2008, “Noble Gas Binary Mixtures for
Gas-Cooled Reactor Power Plants,” Nucl. Eng. Des., 238, pp. 1353–1372.

�8� Tournier, J.-M., and El-Genk, M. S., 2008, “Alternative Working Fluids to
Reduce Size of Turbomachinery for VHTR Plants,” Proceedings of the Inter-
national Congress on Advances in Nuclear Power Plants (ICAPP 08), Ameri-
can Nuclear Society, Anaheim, CA, Jun. 8–12, Paper No. 8072.

�9� Schriener, T. M., and El-Genk, M. S., 2008, “Neutronic Performance of High
Molecular Weight Coolants for a Prismatic VHTR,” Proceedings of the Inter-
national Congress on Advances in Nuclear Power Plants (ICAPP 08), Ameri-
can Nuclear Society, Anaheim, CA, Jun. 8–12, Paper No. 8104.

�10� Vasyaev, A. V., Golovko, V. F., Dimitrieva, I. V., Kodochigov, N. G., Kuza-
vkov, N. G., and Rulev, V. M., 2005, “Substantiation of the Parameters and
Layout Solutions for an Energy Conversion Unit With a Gas-Turbine Cycle in
a Nuclear Power Plant With HTGR,” At. Energy, 98�1�, pp. 21–31.

�11� Kunitomi, K., Katanishi, S., Takada, S., Yan, X., and Tsuji, N., 2004, “Reactor
Core Design of Gas Turbine High Temperature Reactor 300,” Nucl. Eng. Des.,
230, pp. 349–366.

�12� Takizuka, T., Takada, S., Yan, X., Kosugiyama, S., Katanishi, S., and Kuni-
tomi, K., 2004, “R&D on the Power Conversion System for Gas Turbine High
Temperature Reactors,” Nucl. Eng. Des., 233, pp. 329–346.

�13� Fielding, L., 2000, Turbine Design—The Effect on Axial Flow Turbine Perfor-
mance of Parameter Variation, ASME Press, New York, pp. 130–132.

�14� Aungier, R. H., 2003, Axial-Flow Compressor—A Strategy for Aerodynamic
Design and Analysis, ASME Press, New York, Chap. 6, pp. 118–152.

�15� R. H. Aungier, 2006, Turbine Aerodynamics—Axial-Flow and Radial-Inflow
Turbine Design and Analysis, ASME Press, New York, pp. 69–79.

�16� Kacker, S. C., and Okapuu, U., 1982, “A Mean Line Prediction Method for
Axial Flow Turbine Efficiency,” ASME J. Eng. Power, 104, pp. 111–119.

�17� Ainley, D. G., and Mathieson, G. C. R., 1951, “A Method of Performance
Estimation for Axial-Flow Turbines,” British Aeronautical Research Council,
Reports and Memoranda No. 2974.

�18� Tournier, J.-M., and El-Genk, M. S., 2008, “Properties of Noble Gases and
Binary Mixtures for Closed Brayton Cycle Applications,” Energy Convers.
Manage., 49�3�, pp. 469–492.

�19� Tournier, J.-M., and El-Genk, M. S., 2008, “Properties of Helium, Nitrogen,
and He–N2 Binary Gas Mixtures,” J. Thermophys. Heat Transfer, 22�3�, pp.
442–446.

�20� Koch, C. C., and Smith, L. H., Jr., 1976, “Loss Sources and Magnitudes in
Axial-Flow Compressors,” ASME J. Eng. Power, A98, pp. 411–424.

�21� Howell, A. R., 1947, “Fluid Dynamics of Axial Compressors,” Lectures on the
Development of the British Gas Turbine Jet Unit, War Emergency Proceeding
No. 12, Institution of Mechanical Engineers, London, pp. 441–452.

�22� Yaras, M. I., and Sjolander, S. A., 1992, “Prediction of Tip-Leakage Losses in
Axial Turbines,” ASME J. Turbomach., 114, pp. 204–210.

�23� Zhu, J., and Sjolander, S. A., 2005, “Improved Profile Loss and Deviation
Correlations for Axial-Turbine Blade Rows,” Proceedings of the GT2005
ASME Turbo Expo 2005: Power for Land, Sea and Air, Reno-Tahoe, NV,
American Society of Mechanical Engineers, New York, pp. 783–792.

�24� Benner, M. W., Sjolander, S. A., and Moustapha, S. H., 2006, “An Empirical
Prediction Method for Secondary Losses in Turbines—Part I: A New Loss
Breakdown Scheme and Penetration Depth Correlation,” ASME J. Turbom-
ach., 128, pp. 273–280.

�25� Benner, M. W., Sjolander, S. A., and Moustapha, S. H., 2006, “An Empirical
Prediction Method for Secondary Losses in Turbines—Part II: A New Second-
ary Loss Correlation,” ASME J. Turbomach., 128, pp. 281–291.

�26� Matsunuma, T., 2006, “Effects of Reynolds Number and Freestream Turbu-
lence on Turbine Tip Clearance Flow,” ASME J. Turbomach., 128, pp. 166–
177.

Journal of Engineering for Gas Turbines and Power MARCH 2010, Vol. 132 / 032902-7

Downloaded 02 Jun 2010 to 171.66.16.96. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Chang H. Oh

Eung S. Kim

Mike Patterson

Idaho National Laboratory,
P.O. Box 1625,

Idaho Falls, ID 83415

Design Option of Heat Exchanger
for the Next Generation Nuclear
Plant
The next generation nuclear plant (NGNP), a very high temperature gas-cooled reactor
(VHTR) concept, will provide the first demonstration of a closed-loop Brayton cycle at a
commercial scale, producing a few hundred megawatts of power in the form of electricity
and hydrogen. The power conversion unit for the NGNP will take advantage of the
significantly higher reactor outlet temperatures of the VHTRs to provide higher efficien-
cies than can be achieved with the current generation of light water reactors. Besides
demonstrating a system design that can be used directly for subsequent commercial
deployment, the NGNP will demonstrate key technology elements that can be used in
subsequent advanced power conversion systems for other Generation IV reactors. In
anticipation of the design, development, and procurement of an advanced power conver-
sion system for the NGNP, the system integration of the NGNP and hydrogen plant was
initiated to identify the important design and technology options that must be considered
in evaluating the performance of the proposed NGNP. As part of the system integration of
the VHTRs and the hydrogen production plant, the intermediate heat exchanger is used to
transfer the process heat from VHTRs to the hydrogen plant. Therefore, the design and
configuration of the intermediate heat exchanger are very important. This paper de-
scribes analyses of one stage versus two-stage heat exchanger design configurations and
simple stress analyses of a printed circuit heat exchanger (PCHE), helical-coil heat
exchanger, and shell-and-tube heat exchanger. �DOI: 10.1115/1.3126780�

1 Introduction
An intermediate heat exchanger �IHX� is one of the essential

components in the very high temperature gas-cooled reactor
�VHTR� systems, since it transfers reactor core heat to the other
systems for the application of electricity generation or hydrogen
production. Therefore, its effectiveness is directly related to the
overall system efficiency and economics. Generally, the VHTR
systems deals with a high heat flux that requires a very large heat
transfer area. For this reason, a compact heat exchanger �CHE�
with large surface area density is recently being considered as a
potential candidate for the IHX, replacing the classical shell-and-
tube design. This type of the compact heat exchanger is widely
used in industry, especially for gas-to-gas or gas-to-liquid heat
exchange.

The compact heat exchanger is arbitrarily referred to be a heat
exchanger �HX� with a surface area density greater than
700 m2 /m3 �1�. The compactness is usually achieved by fins and
microchannels, and leads to the enormous heat transfer enhance-
ment and size reduction. The surface area density is the total heat
transfer area divided by the volume of the heat exchanger. In the
case of printed circuit heat exchangers �PCHEs� in the category of
the CHEs, the heat transfer surface area density can be as high as
2500 m2 /m3 �1,2�. This high compactness implies an appreciable
reduction in material cost. A major advantage of this heat ex-
changer is its ability to operate at high temperatures and under
high pressure, while standard shell-and-tube heat exchangers
would require very careful material selection and still possibly
have difficulties operating at these high pressures and tempera-
tures. The PCHE units manufactured by Heatric™ located in UK
allow operation at temperatures and pressures up to 900°C and 50
MPa, respectively. Figure 1 depicts a typical core of the PCHEs.
These heat exchangers are constructed from flat alloy plates with

fluid flow passages photochemically etched into them. The plates
are then staked and diffusion-bonded together to form strong com-
pact cores.

In this paper, two options of IHX arrangements were investi-
gated: �1� single-stage and �2� two-stage �3�. The single-stage is
the most common type of IHX arrangement. In this concept, one
big IHX unit is connected to the reactor primary side and the
secondary side to exchange heat between them. Sometimes, the
size of the IHX is almost the same scale as the reactor vessel or
power conversion units �PCUs�. In the two-stage concept, we split
one large IHX into two smaller parts: low temperature �LT� and
high temperature �HT� units. The low temperature unit is designed
for the full lifetime, while the high temperature unit is designed to
be replaced two to three times within the plant lifetime of 30–60
years.

The rationale for this split option is that it is driven by the cost
benefit to replace one small IHX unit instead of one large IHX.
The only material approved by the ASME Section III is Alloy
800H, which is only good for the maximum temperature of
760°C. In the high temperature unit that is operated at 900°C, we
propose to use Alloy 617, Alloy 230, or ceramics as potential
candidates.

In this paper, various options of the IHXs were taken into con-
sideration in terms of arrangement, materials, and types. Finally,
the options were compared together in view of thermal design and
mechanical stress, and some suitable options for the VHTR appli-
cations were recommended.

2 Thermal Design Methods
In this section, thermal designs have been performed for three

types of the IHXs: shell-and-tube, PCHE, and helical-coil. The
shell-and-tube heat exchanger is the most common heat exchanger
type. This heat exchanger is built of round tubes mounted in a
cylindrical shell with the tubes parallel to the shell. For design of
the shell-and-tube IHX, we followed the general design guidelines
provided by the heat transfer and heat exchanger handbooks
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�1,4,5�; Table 1 summarizes the major parameters and guidelines
for thermal design of the shell-and-tube heat exchangers used in
this paper.

The thermal design of the IHX for the PCHE type was followed
by the general compact heat exchanger design procedure, equa-
tions, and parameters summarized by Hesselgreaves �2�. The
printed circuit heat exchangers are generally subjected to very few
constraints compared with the shell-and-tube heat exchanger in
the thermal design. Fluids may be liquid, gas, or two-phase. Mul-
tistream and multipass configurations can be assembled and flow
arrangements can be truly countercurrent, cocurrent, cross-flow, or
a combination of these, at any required pressure drop.

The following is the summary of the basic PCHE design con-
straints and guidelines used in this paper. It is based on the infor-
mation provided by Gezelius �6� and Heatric �7� suggested for
PCHE application to the VHTRs:

�1� semicircular cross section
�2� width: 0.1–0.2 �2.0 mm shows maximum thermal perfor-

mance and economic efficiency but for nuclear application,
1.2 mm is suggested�

�3� depth: 0.5–1.0 mm
�4� carbon steel is typically not used because of the small chan-

nel diameter vulnerable to corrosion and unsuitability for
diffusion bonding

�5� average mass-to-duty ratio: 0.2 tons/MW �13.5 tons/MW in
shell-and-tube design�

�6� no constraint to the pressure drop
�7� plate thickness: 0.8D �D: channel diameter�

�8� channel pitch: 1.22D �D: channel diameter�
�9� multiported PCHE module size; width: 0.5 m �1.5 m is

max�, height: 0.6 m, and depth: 0.4–0.6 m
�10� fatigue can be caused by thermal transient
�11� only pressure drop restricts the velocity
�12� minimum life is 20 years

For thermal design of the helical-coil type IHX, we followed
the methods similar to those of the shell-and-tube heat exchanger
design since there is no well-published guideline for helical-coil
heat exchangers. However, the heat transfer and friction loss cor-
relations were corrected to the adequate ones to represent helical-
coil flow configurations. Those correlations were obtained from
the general heat transfer reference books �1,8�.

Alloy 617 was selected to be the reference material based on
the material selection studies for the VHTR IHXs performed by
Dewson and Li �9�. They selected eight candidate materials based
on ASME VIII �Boiler and Pressure Vessel Code� and compared
them together. The materials include Alloy 617, Alloy 556, Alloy
800H, Alloy 880 HT, Alloy 330, Alloy 230, Alloy HX, and 253
MA. They extensively compared the mechanical properties, physi-
cal properties, and corrosion resistance for the candidate materi-
als, and finally concluded that Alloy 617 and 230 are the most
suitable materials for the IHX. The sensitivity of the material
types on the heat exchanger thermal design was not considered in
this paper, since the types of materials showed negligible effect on
the heat exchanger thermal design according to the study of Nate-
san et al. �10� study. Even for the ceramic materials, only about
13% size reduction was reported �10� in their work.

3 Heat Exchanger Thermal Design
In order to design the IHX, we first need to determine design

requirements and conditions. For the VHTR applications, the fol-
lowing are the general requirements for the IHX:

• maximum operating temperature: �1000°C
• pressure: 50–100 bars
• duty: 600 MWt
• effectiveness: 95%
• helium environment
• low pressure drop
• 30–60 year design life

In order to determine the design conditions, we referred to the
reference VHTR configuration �integrated with high temperature

Fig. 1 Cross section through a typical PCHE core „Courtesy of
Heatric Ltd.…

Table 1 Guideline for shell-and-tube type heat exchanger design parameter change †1,4‡

Adjusted
parameters

High pressure
drop shell side

High pressure
drop tube side

Low coefficient
shell side

Low coefficient
tube side

Temperature
cross

Vibration
indication

Baffle type Double/triple segmental - Single segmental - - Double/triple segmental
Shell type J or X type shell - E or F type shell - E, F, or G

type shell
J or X type shell

Tube pattern Rotated square or square - Triangular - - Rotated square
Tube diameter Increase to

0.025 m
or 0.032 m

Increase to
0.025 m

or 0.032 m

Decrease to
0.016 m

or 0.013 m

Decrease to
0.016 m

or 0.013 m

- Increase to
0.025 m

or 0.032 m
Baffle cut Use 30–40% - Use 15–20% - - -
Tube pitch Increase to 1.4 or 1.5�

tube outside diameter
- Limit to TEMA

std. spacing
- - Increase to 1.4 or 1.5�

tube outside diameter
Fluid allocation Switch sides Switch sides Switch sides Switch sides - Switch sides
Arrangement Increase in

number of
exch. in parallel

Increase in
number of

exch. in parallel

Increase in
number of

exch. in series

- Increase in
number of

exch. in series

Increase in
number of

exch. in parallel
No. of tube passes - Plain - Increase in

number of
tube passes

Limit to one
tube pass

-

Tube type Plain Ext. enhanced Internally
enhanced

- -
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steam electrolysis� proposed by Oh et al. �11�. Figure 2 shows the
schematics of the system configuration. In this system, there are
three coolant loops: �1� primary, �2� secondary, and �3� interme-
diate. The primary loop contains the nuclear reactor, the hot side
of the IHX, and a compressor. The secondary loop consists of the
cold side of the IHX, the hot side of the secondary heat exchanger
�SHX�, the PCU, and the connecting piping, which is assumed to
be short. The IHX connects the primary and secondary loops. The
intermediate heat transport loop connects the secondary coolant
system and the high temperature steam electrolysis �HTSE� plant
through several process heat exchangers �PHXs�. The flow in the
secondary coolant system is divided, with most of the flow going
toward the PCU and the remainder going through the SHX that
directs heat toward the HTSE plant. The flow through the hot side
of the SHX is then mixed with the flow from the PCU to feed the
cold side of the intermediate heat exchanger �IHX�. However,
some of the flow is diverted away from the PCU, which acts to
decrease the efficiency of the cycle.

Oh et al. �11� estimated the operating conditions and system
thermal performance of this system by using HYSYS process analy-
sis code �12�. According to their estimation, the operating condi-
tions of the IHX are as listed in Table 2. Therefore, all the thermal
design data provided in this paper are based on the numbers in
Table 2. This paper considered only IHX thermal design. The
designs of the SHXs and PHXs were not taken into consideration.

In this paper, two different heat exchanger arrangement options
were considered: single-stage and two-stage. The single-stage
IHX is the most general type of the arrangement options. In this
layout, the IHX consists of one heat exchanger unit or separate
modules aligned in parallel. Therefore, there is no serial combi-
nation of the IHXs in this arrangement. On the other hand, the
two-stage IHX has two heat exchangers �i.e., low temperature and
high temperature units� arranged and connected in serial. This
arrangement was recommended for reducing associated risk and
cost of the IHX �3�. As described earlier, the low temperature unit
is designed to last the full plant lifetime, while the high tempera-
ture unit is designed for replacement within the lifetime. The
maximum temperature of the LT unit is proposed to be around
760°C, allowed in ASME Section III, Subsection NH materials.
The design conditions of each unit have been estimated by HYSYS

code based on the overall design conditions in Table 2. Figure 3

Fig. 2 Reference VHTR system „indirect parallel configuration
†11‡…

Table 2 Design conditions

IHX

Duty �MWt� 612
LMTD �°C� a 45.37
Tube side coolant He
Shell side coolant He
Tube inlet temperature �°C� 900
Tube outlet temperature �°C� 594.5
Tube side pressure �MPa� 7
Mass flow in tube side �kg/s� 385.3
Shell inlet temperature �°C� 492.5
Shell outlet temperature �°C� 884.8
Shell side pressure �MPa� 7.58
Mass flow in shell side �kg/s� 300

aLog mean temperature difference.

IHX-1

77.74 oC

300.0 kg/s

385.3 kg/s

7.585 MPa

6.975 MPa

692.3 oC

492.5 oC

594.5 oC

750.0 oC

3.111e5 kW

IHX-2

31.69 oCLMTD

300.0 kg/sFlow Rate (Secondary)

385.3 kg/sFlow Rate (Primary)

7.560 MPaSecondary Inlet Pressure

7.000 MPaPrimary Inlet Pressure

885.0 oCSecondary Outlet Temperature

692.3 oCSecondary Inlet Temperature

750.0 oCPrimary Outlet Temperature

900.0 oCPrimary Inlet Temperature

3.001e5 kWDuty

IHX-1

77.74 oC

300.0 kg/s

385.3 kg/s

7.585 MPa

6.975 MPa

692.3 oC

492.5 oC

594.5 oC

750.0 oC

3.111e5 kW

IHX-2

31.69 oCLMTD

300.0 kg/sFlow Rate (Secondary)

385.3 kg/sFlow Rate (Primary)

7.560 MPaSecondary Inlet Pressure

7.000 MPaPrimary Inlet Pressure

885.0 oCSecondary Outlet Temperature

692.3 oCSecondary Inlet Temperature

750.0 oCPrimary Outlet Temperature

900.0 oCPrimary Inlet Temperature

3.001e5 kWDuty

IHX-1 IHX-2
750 oC900 oC 594.5 oC

885 oC 692 oC 492.5 oC

Reactor Core
Outlet

Reactor Core
Inlet

PCU
Outlet

PCU
Inlet

Tsep

Fig. 3 Design conditions for two-stage IHX
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shows the flow schematics and the calculated design conditions of
the two-stage IHX. It is notable that splitting the HXs highly
affects log mean temperature differences �LMTD� required for
both sides. For example, in the high temperature unit, the LMTD
decreases to 31.69°C, while in the low temperature unit, it in-
creases to 77.74°C compared with overall LMTD in the single-
stage IHX, 45.37°C.

As mentioned in Sec. 2, three different HX types were consid-
ered for thermal design; PCHE, shell-and-tube, and helical-coil.
Tables 3–5 summarize the design specifications estimated for each
IHX type. Design conditions are based on Table 2 for the single-
stage design and Fig. 3 for the two-stage design. For design and
rating of the heat exchangers, HYSYS code, and Excel spreadsheet
were used. PCHE heat exchanger design has been performed
based on the method proposed by Hesselgreaves �2�, and shell-
and-tube heat exchanger by Kern �5�. Detailed design procedure
and equations are not described in this paper.

Table 3 summarizes the estimated IHX design specifications for
the PCHE option. The total core volumes were estimated to range
from 4.78 m3 to 5.29 m3 for the given overall pressure drop re-
quirement �dP�70 kPa� for both single-stage and two-stage de-
sign. Total heat transfer surface areas are about 5800 m2. In this

thermal design, the mechanical design factors are not considered
yet. Therefore, the numbers specified here could have some dis-
crepancies from those of the final design specifications afterward.

Table 4 summarizes the estimated design specifications of the
shell-and-tube heat exchangers. The tube configuration was as-
sumed as a U-tube shape. According to the estimation, the total
volumes for this heat exchanger type range between 379 m3 and
483 m3. It is much larger than the volume for the PCHEs in Table
3. There are two reasons for this. First, the surface area densities
of the PCHEs are much smaller than the shell-and-tube heat ex-
changers because of the small channel diameters. Second, the heat
transfer coefficients are much larger in the PCHEs. The larger heat
transfer coefficient is also contributed from the small channel di-
ameters significantly reducing thermal boundary layers thickness.

Table 5 summarizes the design specifications of the helical-coil
heat exchangers. The diameters, thickness, and pitches of the
tubes were assumed to be the same as those of the normal shell-
and-tube type shown in Table 4. However, in the practical appli-
cations, the helical-coil heat exchanger usually requires larger
tube size than the normal shell-and-tube heat exchangers because
of the manufacturing difficulties. Therefore, the estimated design
parameters in Table 5 would be a little bit changed in the real
component designs. However, the numbers summarized in Table 5
still show the reasonable initial design approximation. In our es-
timation, the volumes and heat transfer areas of the helical-coil
heat exchanger are ranged between those of the PCHEs and the
shell-and-tube heat exchangers. The reason why it shows smaller
size and surface area than the normal shell-and-tube heat exchang-
ers is because of the effect of the heat transfer enhancement by the
helical-coil.

3.1 Comparisons of Heat Exchanger Types. Based on the
design specifications summarized in Tables 3–5, three types of
heat exchangers were compared for application of the VHTR
IHXs as follows.

• The size of the HX can be represented by its total volume.
In the high temperature applications, the smaller volume of
the HXs is generally preferred since �1� the high alloy met-
als or ceramics are very costly, and �2� the smaller HXs can
reduce the total system size. The PCHEs provide much
smaller sizes than other types.

• In the VHTRs, the smaller heat transfer area is preferred
since the large heat transfer areas can permeate tritium into
the hydrogen plant, which is a very serious problem in the

Table 3 Estimated IHX thermal design specifications for PCHE

Single stage

Two stage

HT unit LT unit

Duty �MWt� 612 300 312
LMTD �°C� 45.57 31.74 77.82
U �W /m2 K� 2313 2410 2735
A �m2� 5805 3928 1464
Channel diameter �m� 1.20�10−03 1.20�10−03 1.20�10−03

Channel pitch �m� 1.46�10−03 1.46�10−03 1.46�10−03

Plate thickness �m� 9.60�10−04 9.60�10−04 9.60�10−04

Surface area density �m2 /m3� 2195 2195 2195
Ratio of free flow
and frontal area 0.2148 0.2148 0.2148
Stack width �m� 0.6 0.6 0.16
Stack length �m� 0.43 0.29 0.14
Stack height �m� 0.6 0.6 0.6
No. of stacks 34 34 100
Total core volume �m3� 5.29 3.569 1.334
Pressure drop �primary� �kPa� 66.83 49.2 30.45
Pressure drop �secondary� �kPa� 31.76 26.89 21.74

Table 4 Estimated IHX thermal design specifications for
shell-and-tube

Single stage

Two stage

HT unit LT unit

Duty �MWt� 612 300 312
LMTD �°C� 45.54 31.74 77.83
U �W /m2 K� 474 4.90�10+02 4.61�10+02

A �m2� 2.83�10+04 1.93�10+04 8.69�10+03

Tube inner diameter �mm� 1.80�10+01 1.80�10+01 1.80�10+01

Tube outer diameter �mm� 2.00�10+01 2.00�10+01 2.00�10+01

Tube pitch �mm� 3.00�10+01 3.00�10+01 3.00�10+01

Pitch-to-diameter ratio 1.5 1.5 1.5
Tube length �m� 15.42 10.16 4.564
Tube thickness �mm� 1.00�10+00 1.00�10+00 1.00�10+00

No. of tubes 2.924 3.03�10+04 3.03�10+04

Shell diameter �m� 5600 5700 5700
Aspect ratio 0.3631 0.56 1.249
Total core volume �m3� 379.9 259 116.5
Pressure drop �tube side� �kPa� 73.11 53.88 26.95
Pressure drop �shell side� �kPa� 57.15 41.07 24.84

Table 5 Estimated IHX thermal design specifications for
helical-coil

Single stage

Two stage

HT unit LT unit

Duty �MWt� 612 300 312
LMTD �°C� 45.58 31.74 77.83
U �W /m2 K� 1189 1249 1176
A �m2� 1.354�10+04 7580 3405
Tube inner diameter �mm� 18 18 18
Tube outer diameter �mm� 2 2 2
Tube pitch �mm� 30 30 30
Pitch-to-diameter ratio 1.5 1.5 1.5
No. of tubes 5025 5025 5025
No. of coiled columns 3.33 3.007 1.35
Shell inner diameter �m� 0.49 0.4883 0.49
Shell outer diameter �m� 4.6 4.6 4.6
Shell length �m� 9.86 6.614 2.97
Volume �m3� 163.8 109.9 49.38
Aspect ratio �Ds /L� 0.47 0.7 1.5
dP �tube� �kPa� 66.57 44.67 17.51
dP �shell� �kPa� 62.51 52.87 18.84
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hydrogen production system integrated with VHTRs.
PCHEs provide the lowest surface area.

• Fewer modules are preferred for design simplicity. The
helical-coil type heat exchangers look to provide the sim-
plest system configuration.

• In the high temperature applications, thermal stress is an
important issue. The high compactness of the PCHE offers
great heat performance, but has some potential problems on
the thermal stress in the axial direction, where the sharp
temperature variations occur.

• The shell-and-tube type HXs are well proven technology in
the industry. Especially, the helical-coil HXs have a great
operating history and their use in the High Temperature Test
Reactor �HTTR� of Japan has shown a long lifetime. Tech-
nically, the PCHE types show good potential for high tem-
perature applications, but have not been used in industry yet.

• The shell-and-tube type HXs are a proven technology.
Therefore, the problems and limitations of these HXs are
very well identified.

• Generally, the shell-and-tube type HXs allow in-service in-
spections and have well-established maintenance methods.
However, regarding the PCHEs, it is difficult to find defects
and failures in operation, and it is not easy to maintain com-
pared with the shell-and-tube HXs.

3.2 Heat Exchanger Combinations and Separation Tem-
perature for Two-Stage IHX. In order to investigate the two-
stage IHX option, we came up with nine different combinations of
three HX types in the HT unit and three HX types in the LT unit
in a serial configuration, as shown in Table 6.

Table 7 summarizes the heat exchanger core volumes and heat
transfer areas calculated from the total heat duty, the mass flow
rate, and the separation temperature between the HT unit and the
LT unit. The volumes specified in this table were obtained from
Tables 3–5. As shown in Table 7, it is obvious that C1 �PCHE-
PCHE� has the smallest total volume and heat transfer area with
the highest compactness �surface area density=2195 m2 /m3�.
This high compactness is contributed from the small channel

diameters of the PCHEs by increasing the surface area density and
the heat transfer coefficient.

In the two-stage concept, the smaller size of the high tempera-
ture unit is highly recommended for cost saving and safety en-
hancement. Because of the material problems from severe high
temperature conditions, careful considerations are necessary for
the selection and design of the high temperature related compo-
nents. If the high temperature unit becomes smaller, less effort and
cost will be required for manufacture and maintenance. In addi-
tion, the size reduction will also enhance the component safety by
reducing the probability of incidents.

In the two-stage design summarized in Table 7, the total duty
was split almost in half �300MWt/312MWt�. However, the high
temperature unit requires more than twice of the volume and the
surface area compared with the lower temperature unit. This is
because of the reduced LMTD in the high temperature unit �see
Fig. 3�. The overall LMTD is 45–50°C, but the LMTD is de-
creased to about 30°C in the high temperature unit, while it is
increased to 75–80°C in the low temperature unit. The decrease
in the LMTD requires a larger heat transfer surface area for the
same duty. It means that the high temperature unit will have a
much larger size than the low temperature unit assuming they
have the same duties.

The large size of the high temperature unit significantly de-
creases the benefits of the two-stage concept because it costs
more. Therefore, to reduce the size of the high temperature units,
the separation temperature between the HT unit and the LT unit
has been adjusted to 800°C, which reduces the duty on the HT
unit compared with the separation temperature of 750°C. Again,
the increase in the separation temperature decreases the LMTD in
the high temperature unit, which increases the size of the HX.
However, it leads to significant reduction in the duty on the high
temperature units, eventually reducing the overall size. The in-
creased separation temperature makes the low temperature unit
more vulnerable to the stress.

Table 8 summarizes the volumes and the heat transfer surface
areas for the two-stage IHXs at the increased separation tempera-
ture of 800°C. The volumes and the surface areas were estimated
by the same method as used for the design of the original separa-
tion temperature �750°C�. When we increase the separation tem-
perature up to 800°C, the volume of the high temperature units
becomes about a half of the total volume for the combinations of
the same type heat exchangers. Since the high temperature unit is
replaceable during the plant lifetime, the PCHEs, which have a
smaller size, will be more beneficial, leading to lower cost and
easier maintenance compared with the case, Tsep=750°C.

3.3 Comparisons of IHX Arrangement Options. In this sec-
tion, the single-stage IHX and the two-stage IHX were compared
based on the results summarized in Tables 3–8.

Table 6 Heat exchanger combinations in the two-stage IHX

Case HT unit LT unit

C1 PCHE PCHE
C2 PCHE Shell-and-tube
C3 PCHE Helical-coil
C4 Shell-and-tube PCHE
C5 Shell-and-tube Shell-and-tube
C6 Shell-and-tube Helical-coil
C7 Helical-coil PCHE
C8 Helical-coil Shell-and-tube
C9 Helical-coil Helical-coil

Table 7 Volume „m3
… of HXs for two-stage IHX

Case

Volume
�m3�

Heat transfer area
�m2�

HT unit LT unit Total volume HT unit LT unit Total area

C1 3.5 1.334 4.834 3877 1464 5341
C2 3.5 116.5 120 3877 8690 12,567
C3 3.5 49.38 52.88 3877 3405 7282
C4 259 1.334 260.3 19,300 1464 20,764
C5 259 116.5 375.5 19,300 8690 27,990
C6 259 49.38 308.38 19,300 3405 22,705
C7 109.9 1.334 111.23 7580 1464 9044
C8 109.9 116.5 225 7580 8690 16,270
C9 109.9 49.38 159.28 7580 3405 10,985
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3.3.1 Total HX Core Volume/Heat Transfer Area. Theoreti-
cally the core volume and heat transfer area by the splitting option
should be the same size compared with the single IHX. However,
practically, the two-stage IHX will require more spaces for mani-
fold of flow distribution, which may not be a major cost penalty.

3.3.2 Size of High Temperature Section. The smaller size of
the high temperature unit is preferred because it can reduce the
maintenance cost and enhance component safety. The two-stage
IHX with an 800°C separation temperature has the lowest high
temperature section size among the designs performed in this pa-
per. The single-stage IHX provided the largest high temperature
section.

3.3.3 System Complexity. The number of modules is related to
the system complexity. Therefore, fewer modules are preferred for
simplicity. The single-stage IHX has the simplest design because
of less number of modules.

According to the above comparisons, conceptually, the two-
stage PCHEs with a separation temperature of 800°C are ex-
pected to offer more advantages in system cost, safety, and main-
tenance compared with the single-stage IHXs. For example,
material cost can be saved in the two-stage IHXs since some
cheap commercial materials, such as stainless steel or Alloy 800H,
can replace high alloy materials in the low temperature sections.
In addition, it provides easier management and controllability of
risks by concentrating safety issues on the high temperature sec-
tions. The thermal stress can also be relieved in the two-stage
IHXs by reducing temperature differences in the two components.
On the other hands, the single-stage PCHE provides quite small
size and simplicity.

In the thermal design, the two-stage heat exchangers using the
PCHEs with the separation temperature of 800°C are recom-
mended for the IHX. Using the standard shell-and-tube heat ex-
changer is not recommended for the VHTR applications here.
However, to avoid some risks about the lack of experience using
the PCHEs as the IHXs, the single-stage helical-coil heat ex-
changers can be another option, since it has been proven in the
operation of the HTTR.

4 Heat Exchanger Simple Stress Analysis
A simplified stress analysis was performed in order to estimate

the mechanical performance of the IHX options. We estimated the
required thickness in which the maximum stress was less than or
equal to an assumed allowable value. The use of consistent
stresses allowed identification of limiting components and a fair
comparison between different configurations. In this paper, be-
sides the IHX, the SHX was also taken into consideration for
stress analysis because the SHX suffers from high pressure differ-
ences, as well as high temperature.

Since the IHX and the SHX are operated in the high tempera-
ture environment, creep deformation is very important, and Sub-
section NH of ASME Code, Section III is applicable. However,

there are several problems with directly applying ASME Section
III code rules at this time. The use of the primary candidate,
structural Alloy 617, is currently not approved in Subsection NH.
So, we used the draft code case for the designs using Alloy 617 to
obtain the allowable stress for our stress analyses. The primary
stress limits of the Alloy 617 draft code case were well summa-
rized by Natesan et al. �10�.

Figure 4 shows allowable stress �Smt� versus lifetime for Alloy
617. These data were obtained from Alloy 617 draft code case
�10�. The plot shows the lifetime data as a function of allowable
stress for three different temperatures: 750°C, 800°C, and
900°C. This graph can be interpreted to be the maximum operat-
ing lifetime at the given stress load. As the stress increases, the
lifetime decreases exponentially. Since the available lifetime data
was limited to 1�105 h �about 10 years�, the values beyond this
lifetime were predicted by a simple linear extrapolation method.
For more accurate analyses, available experimental data or proven
extrapolation methods are recommended to be measured or devel-
oped afterward.

Table 9 summarizes the assumed allowable stresses for Alloy
617 predicted by interpolation and extrapolation of Fig. 4. The
stress analyses of this paper have been carried out based on the
allowable stresses assumed in this table.

The required thickness for the IHX channel walls were esti-
mated based on the simple stress and failure theory. For thick-
walled cylinders, the tangential stress, �, is calculated as in Ref.
�13�

� =
Pi��r0/ri�2 + 1� − P0��r0/ri�2 + �r0/r�2�

�r0/ri�2 − 1
�1�

where r is the radius, P is the pressure, and the subscripts i and o
refer to the inner and outer surface, respectively. The stress is

Table 8 Volume „m3
… of HXs for two-stage IHX „Tseparation=800°C…

Case

Volume
�m3�

Heat transfer area
�m2�

HT unit LT unit Total volume HT unit LT unit Total area

C1 2.549 2.019 4.568 2792 2216 5008
C2 2.549 173.6 176.15 2792 13,000 15,792
C3 2.549 73.63 76.179 2792 5077 7869
C4 201.9 2.019 203.92 19,300 2216 17,216
C5 201.9 173.6 375.5 19,300 13,000 28,000
C6 201.9 73.63 275.53 19,300 5077 24,377
C7 85.58 2.019 87.599 5901 2216 8117
C8 85.58 173.6 259.18 5901 13,000 18,901
C9 85.58 73.63 159.21 5901 5077 10,978

Fig. 4 Smt „MPa… versus lifetime „h… for Alloy 617
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negative if the external pressure exceeds the internal pressure, but
the maximum magnitude always occurs at the inner surface. The
radius ratio that causes the maximum stress to be less than or
equal to the allowable stress, �D, can be calculated from Eq. �1�.
For cases where the internal pressure exceeds the external pres-
sure, the limiting ratio is

ro

ri
�� �D + Pi

�D + 2P0 − Pi
. �2�

For cases where the external pressure exceeds the internal pres-
sure, the maximum absolute value of the stress will be less than or
equal to the allowable stress when the radius ratio is

ro

ri
�� �D − Pi

�D − 2P0 − Pi
�3�

A stress analysis was also performed for the IHX assuming that
it is a compact heat exchanger of the type designed by Heatric �7�.
The design of the heat exchanger channels is defined by the chan-
nel diameter, d, pitch, p, and plate thickness, tp. Following the
method used by Dostal et al. �14�, the minimum wall thickness
between channels, tf, can be approximated as

tf �
P

�D

�P
+ 1

�4�

where �D is the allowable stress and �P is the differential pres-
sure between the hot and cold streams. Expressing Eq. �4� in
terms of pitch-to-diameter ratio yields

p

d
� 1 +

�P

�D
�5�

The required plate thickness can also be calculated based on the
method of Dostal et al. �14�. The plate is assumed to be a thick-
walled cylinder, with an inner radius of d /2 and an outer radius of
tp.

Engineering problems concerned with the design and develop-
ment of structural or machine parts generally involve biaxial �oc-
casionally triaxial� stresses. However, available strength data usu-
ally pertain to uniaxial stress, and often only to uniaxial tension.
To resolve this problem, a failure theory is used in the engineering
practice. The failure theories are generally based on the assump-
tion that tensile yielding occurs as a result of exceeding the ca-
pacity of the materials in one or more respects, such as the fol-
lowing:

�a� capacity to withstand normal stress �maximum normal
stress theory�

�b� capacity to withstand shear stress �maximum shear stress
theory�

�c� capacity to withstand normal strain �maximum normal
strain theory�

�d� capacity to withstand shear strain �maximum shear strain
theory�

�e� capacity to absorb strain energy �total strain energy
theory�

�f� capacity to absorb distortion energy �maximum distortion
energy theory�

Hence, in the simple classical theories of failure, it is assumed
that the same amount of whatever caused the selected tensile
specimen to fail will also cause any part made of the materials to
fail regardless of the state of stress involved. The model details
are well described in Ref. �15�. Figure 5 shows the reported biax-
ial strength data for various ductile and brittle materials provided
by Collins �15�. This figure shows that the maximum normal
stress theory is appropriate for brittle behavior; however, the dis-
tortion energy or maximum shear stress theory is appropriate for
ductile failure such as metal. In this paper, for conservative failure
estimation, the maximum shear stress theory was used.

The lifetimes of the reference HXs designed in the previous
section were estimated by the failure theory, and the results were
summarized in Table 10. The lifetime was estimated by the maxi-
mum shear stress theory, which is generally the most conserva-
tive. The maximum pressure differences were set to be 1.0 MPa
between the hot and cold channels. The maximum shear stress
theory was applied to obtain the most conservative estimation of
the lifetime. Theoretically, the PCHE has larger t /ri values than
the tubular type heat exchangers because it shows the longer life-
time. However, as the thickness-to-inner radius ratio in the tubular
type heat exchanger is increased, the lifetime of the tubular heat
exchanger gets closer to the PCHEs. However, the common t /ri

Table 9 Assumed allowable stresses for Alloy 617

Temperature
�°C�

Allowable stress
�MPa�

105 h 5�105 h 106 h

750 33.1 25 22.5
800 23.2 15 12.3
900 10.2 5 3.5

Fig. 5 Comparisons of biaxial strength data with failure theories †15‡
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values in commercial tubing range from 0.1 to 0.5, and most of
them are within 0.3; the designed tube thickness should not be
larger than this.

According to Table 10, the PCHE can be operated as an IHX in
900°C for about 35 years with the reference design. However, the
tubular heat exchangers �shell-and-tube or helical-coil� can be op-
erated only for about 13 years �1.16�105 h�. However, if the
required pressure drop between hot and cold channels is increased
to 5 MPa �this is usually required for SHX application.�, our es-
timation shows that the lifetime of the heat exchangers are signifi-
cantly dropped to 1.44�104 h and 149 h for the PCHE and tu-
bular types, respectively �although the detail results were not
shown in Table 10�. However, for 800°C, both PCHE and tubular
type heat exchangers can be operated for the whole plant lifetime.
It shows that the separation temperature, 800°C, is acceptable for
the low temperature units in the whole plant lifetime.

Figure 6 shows the maximum effective stress of the PCHEs as
a function of pate thickness-to-diameter ratio �tp /d� for three dif-
ferent applications assuming the operating temperature is 900°C:
�1� IHX ��Pmax=1 MPa�, �2� SHX ��Pmax=2 MPa�, and �3�
SHX ��Pmax=5 MPa�. The maximum effective stress was calcu-
lated by the maximum shear stress theory. The dashed lines in this
graph show the rupture stress for the given lifetime �see Fig. 4�.
Therefore, for reliable operation, the effective maximum stress
should always be designed to be lower than the rupture stress.
According to these graphs, as the plate thickness-to-diameter ratio
increases, the effective stress is exponentially decreased. In addi-
tion, lower pressure differences between the hot and the cold
channels led to much less effective stress, meaning that the thicker
the plate, the stronger the mechanical integrity gets.

Figure 7 shows the maximum effective stress for the tubular
heat exchangers as a function of tube thickness-to-inner radius
ratio, which is basically the same trend as the PCHEs. The re-
quired thicknesses for the IHXs and the SHXs were estimated
based on these two figures �Figs. 6 and 7�.

Table 11 summarizes the required plate or tube thickness nor-
malized by the channel size. This table shows that permanent
operation ��50 years� is possible for less than 800°C for both
PCHEs and tubular type under the appropriate plate and tube
thickness. However, for 900°C, the full time operation seems not
to be possible without replacement. For the reference thermal de-
sign, the PCHE requires to be replaced twice, and the tubular type
requires to be replaced for about five times for the 900°C opera-
tion.

5 Summary and Conclusions
As part of the system integration of the VHTR and the hydro-

gen production plant, design and configuration of the intermediate
heat exchanger have been investigated. This paper included analy-
ses of single-stage versus two-stage heat exchanger design con-
figurations and simple stress analyses of the printed circuit heat
exchangers, the helical-coil heat exchangers, and the shell-and-
tube heat exchangers.

Comparisons of the heat exchanger types showed that the
PCHE type offers obvious benefits for its thermal performance,
size, and compactness. However, it was estimated to have some
difficulties regarding inspections and maintenances. Lack of expe-
rience for the long lifetime is another problem of the PCHEs. On
the other hand, the tubular type HX is ready-to-use technology.
Helical-coil HXs showed successful operating records in HTTR
application. However they require too large size for high efficient
operations and show poor thermal performance.

According to the overall comparisons, the two-stage IHX looks
better than the single-stage IHX in cost, safety, and reliability.
Conceptually, the two-stage heat exchangers using the PCHEs �for
both the HT and LT units� with the separation temperature of
800°C are recommended to be the best option for the IHXs. How-

Table 10 Estimated lifetime of reference IHXs

Temperature
�°C�

Lifetime
�h�

IHX ��Pmax=1 MPa�
PCHE Tubular Type

750 1.34�107 7.42�106

800 2.62�106 1.32�106

900 3.12�105 1.16�105

Fig. 6 Maximum stress as a function of plate thickness-to-
diameter ratio „PCHE, 900°C…

Fig. 7 Maximum stress as a function of tube thickness-to-
radius ratio „shell-and-tube, 900°C…

Table 11 Required normalized plate or tube thickness for IHX

Temperature
�°C�

PCHE �tp /d� Shell-and-tube �t /ri�

105 h 5�105 h 105 h 5�105 h

750 0.51 0.51 0.006 0.002
800 0.51 0.53 0.02 0.025
900 0.56 � 0.1 �

tp is the plate thickness of the PCHE.
d is the channel diameter of the PCHE.
t is the tube thickness of the tubular heat exchanger.
ri is the tube inner radius of the tubular heat exchanger.
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ever, to avoid some risks from the lacks of experience in PCHE as
an IHX, the helical-coil single-stage helical-coil heat exchanger
can be another option.

By simple stress analyses, the lifetime and t /ri of the reference
HXs has been estimated for the reference thermal designs. As a
result, full time operation ��50 years� is possible for higher than
800°C for both PCHEs and tubular type HXs with proper selec-
tion of the plate or tube thicknesses. However, for 900°C opera-
tion, both PCHEs and tubular type were estimated to require a
number of replacements during the lifetime. For the reference
thermal design, the PCHE requires replacement for about two
times, and the tubular type requires replacement for about five
times. However, the replacement time can be changed and opti-
mized by different selection of channel size and wall thickness.
We are planning to investigate further using other types of heat
exchanger and different heat exchanger materials, including ce-
ramics, in the near future.
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